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Large solutions to semilinear equations for subordinate
Laplacians in C1,1 bounded open sets

Indranil Chowdhury∗ Zoran Vondraček∗ Vanja Wagner∗

Abstract

We study the existence of a large solution to a semilinear problem in a bounded open
C1,1 set for a class of nonlocal operators obtained by an appropriate subordination
of the Laplacian. These operators are classical generalisations of the fractional
Laplacian. The existence result is shown under a nonlocal version of the Keller-
Osserman condition, stated in terms of the subordinator and the source term f .
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1 Introduction
Semilinear elliptic equations of the form

∆u = f(u) in Ω,

where Ω is a domain in Rd, and f is a nonlinear function, have been the subject of
intensive investigation for several decades, see, e.g., [23] for a comprehensive overview
of results. One particularly interesting class of solutions to these equations is the so-
called large solutions — those that blow up at the boundary of the domain. These
solutions do not have a finite M -boundary trace (see [23, Definition 1.3.6.]), and therefore
cannot be dominated by nonnegative classical harmonic functions on Ω. The existence,
uniqueness, and qualitative behavior of such solutions have been thoroughly studied for
local operators, and the Laplacian in particular, and necessary and sufficient conditions
for their existence are well understood. A foundational result in this context is the
Keller-Osserman condition introduced in [16] and [24], which provides a criterion for the
existence of large solutions based on the growth of the nonlinearity f .

In contrast, the analogous theory for equations involving nonlocal operators, even
the simplest case of the fractional Laplacian −(−∆)α/2, α ∈ (0, 2), has only recently
begun to develop, e.g. [11], [14], [3], [1], [2], [9], [6], [21], [22]. Semilinear equations
involving fractional Laplacians and other nonlocal operators exhibit a rich and sometimes
unexpected behavior that differs significantly from the local case. For example, nonlocal
effects allow for boundary blow-up even in linear equations, a phenomenon not possible
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in classical Laplacian problems. Moreover, the nonlocal nature of the operators leads to
prescribing the analogue of the classical Dirichlet boundary conditions in terms of the
exterior data on (parts of) Ωc, and boundary data given via an appropriate potential-
theoretical trace operator, see [9], [5] and [6].

The current work focuses on a class of semilinear problems involving a family of nonlo-
cal operators defined via subordination of the Laplacian by a complete Bernstein function
ϕ, with the general form L = −ϕ(−∆). These operators can be considered as generators
of a special class of pure-jump Lévy processes, called subordinate Brownian motions, and
have been studied extensively from both probabilistic and analytical perspectives. They
are typically expressed as singular integral operators of the form

Lu(x) = P.V.
∫
Rd

(u(y)− u(x))j(|y − x|) dy,

where the kernel j represents the jump intensity of the subordinated process. Under
certain weak scaling assumptions on the subordinator ϕ, the operator exhibits robust
analytic properties and potential theory analogous to the classical fractional Laplacian
case, i.e. for ϕ(t) = tα/2, α ∈ (0, 2). Our analysis relies on recent advances in potential
theory for subordinate Brownian motions and the representation of the corresponding
harmonic functions that allows for a precise formulation of the blow-up condition in terms
of the renewal function corresponding to the conjugate subordinator associated with ϕ.
Among these, and recent advances in analytical properties of nonlocal operators and
(semi-)linear equations, we highlight the works [10, 9, 5, 6, 17, 15, 7] and the references
therein.

We consider solutions to the equation

−Lu = −f(u) in Ω, (1.1)

for a bounded open C1,1 set Ω ⊂ Rd, d ⩾ 2, under a regime of strong boundary singulari-
ties, commonly referred to as large solutions. These are the solutions that exhibit blow-up
at the boundary with a growth rate that surpasses that of any nonnegative L-harmonic
function. In order to construct a large solution in the distributional sense, we rely on a
generalization of the classical Keller-Osserman condition, adapted to the nonlocal con-
text of this paper. In the classical setting of the Laplacian, the classical Keller-Osserman
condition ∫ ∞

1

1√
F (t)

dt <∞, (1.2)

where F is the primitive function of an increasing function f , is the necessary and suffi-
cient condition for the existence of a solution to the semilinear equation{

−∆u = −f(u), in Ω,

lim
Ω∋x→∂Ω

u(x) = ∞.
(1.3)

As mentioned above, the analogue of this equation in the nonlocal setting requires
prescribing complement data, as well as an appropriate analogue of the boundary con-
dition. The first result for the fractional Laplace operator in this direction is by Felmer
and Quaas ([14]), considered on a C2 domain Ω, of the form

(−∆)α/2u = −f(u), in Ω,

u = g, in Ωc

lim
Ω∋x→∂Ω

u(x) = ∞.

(1.4)
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for f(t) = tp, p > 1. Here they constructed boundary blow-up solutions in the viscosity
sense by considering complement data g with singularities at the boundary. Note that the
problem (1.4) is not the true analog of the boundary blow-up problem considered in the
local case, cf. (1.3). Indeed, there exist α-harmonic functions on Ω that explode at the
boundary, with the rate at most δ

α
2
−1

Ω , where δΩ(x) is the distance from the point x ∈ Ω
to ∂Ω. This means that, in the case of the fractional Laplace operator, solutions to (1.1)
that are dominated by corresponding harmonic functions, so-called moderate solutions,
can exhibit the same boundary blow-up. We are primarily interested in studying the
true nonlocal analogue of large solutions to (1.1), which in the fractional setting has
a singularity at the boundary of higher order than δ

α
2
−1

Ω . Moreover, the corresponding
boundary blow up should be the result of the interaction between the operator and the
source term, and not with the complement data – this is in similar spirit as the original
results by Keller and Osserman in the local case. The resulting equation is then of the
form 

(−∆)α/2u = −f(u), in Ω,

u = 0, in Ωc,

lim
Ω∋x→∂Ω

δ
1−α/2
Ω (x)u(x) = ∞.

(1.5)

In the follow-up work [11], the authors show that problem (1.5) admits a large solution
when f(t) = tp for the range 1 + α ⩽ p ⩽ 1 − α

τ0(α)
where τ0(α) ∈ ⟨−1, 0]. Moreover,

they obtain the exact blow-up rate of order δΩ(x)
α

1−p . Following their result, the authors
in [3] adopt a different approach based on analytic tools from potential theory for the
symmetric α-stable process, formulating the semilinear problem in a corresponding weak
dual and distributional sense. In the case where Ω is a ball and f(t) = tp, they construct
an explicit nonnegative continuous solution to (1.5), exhibiting the same blow-up rate as
in [11], for the range of parameters 1 + α < p < 2+α

2−α . In addition, a nonexistence result
is shown for 0 < p < 1 + α

2
. The former range implies that the classical Keller-Osserman

condition cannot be fully extended to the nonlocal setting, since (1.2) is equivalent to
p > 1. Independently of [3], the question of the existence of solutions to (1.5) for more
general power-like nonlinearities f has been studied in [2], under the term very large
solutions. Additionally, a somewhat incomplete fractional version of the Keller-Osserman
condition is obtained, as a sufficient condition for the solvability of (1.5). This condition
is the key ingredient in obtaining a supersolution to (1.5), which allows for a construction
of a solution as an increasing limit of appropriately chosen moderate solutions to the
semilinear problem (1.1). A slight drawback of this approximation approach is the lack
of an exact blow-up rate of the obtained large solution.

In this paper, we focus on a class of semilinear problems involving more general
subordinate Laplacians in bounded open C1,1 sets Ω ⊂ Rd, d ⩾ 2. Specifically, we study
the problem 

−Lu = −f(u) in Ω,

u = 0 in Rd \ Ω,
lim

Ω∋x→∂Ω
V ∗(δΩ(x))u(x) = ∞.

(1.6)

where L = −ϕ(−∆) and V ∗ is a renewal function associated with the ladder-height
process of a conjugate subordinator with the Laplace exponent ϕ∗, for details see (2.11)
and (2.12). We discuss how the blow-up condition in (1.6) reflects a beyond-moderate
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explosion at the boundary. The key novelty of this paper lies in extending the existence
of large solutions to this more general nonlocal setting, under a nonlocal analogue of the
Keller-Osserman condition that serves as a sufficient condition for the existence of such
solutions. We also present the appropriate notion of the corresponding Keller-Osserman
type condition, which, unlike (1.2), cannot be stated purely as an integrability condition,
see (3.2).

This paper is organized as follows. In Section 2, we provide the necessary background
on the class of subordinators ϕ satisfying a certain scaling condition (2.3) and the op-
erator L, as well as basic notions from the corresponding potential theory, such as the
renewal function V . In the same way as in [3], the probabilistic aspects of these notions
and techniques are presented only for better interpretation. Section 3 is devoted to the
formulation of the Keller-Osserman type condition in the nonlocal setting and the con-
struction of a suitable supersolution, based on [2]. In Section 4, we prove the existence
of large solutions using a monotone approximation scheme. By connecting the notions of
distributional and weak dual super- and sub-solutions, we obtain a very general distribu-
tional version of the comparison principle. Section 5 discusses connections to Kato-type
inequalities and explores some consequences of this result, as well as important open
problems.

Finally, a brief comment on the less standard notation in the paper. For positive
functions f and g, we write f ≲ g (f ≳ g, f ≍ g) if there exists a constant c > 0 such
that f ⩽ c g (f ⩾ c g, c−1g ⩽ f ⩽ c g).

2 Preliminaries
Let ϕ : [0,∞) → [0,∞) be a complete Bernstein function with zero drift. This means
that the function ϕ can be represented as

ϕ(λ) =

∫ ∞

0

(
1− e−λs

)
ν(s) ds,

where the corresponding Lévy density ν is a completely monotone function. We refer
to [26] for a comprehensive overview of the theory. In probability theory, Bernstein
functions are associated with subordinators, i.e. nonnegative Lévy processes, via their
Laplace exponent. Let S = (St : t ⩾ 0) be the subordinator with the Laplace exponent
ϕ, i.e.

E[e−λSt ] = e−tϕ(λ).

We are interested in operators associated with generators of subordinate Brownian mo-
tions in Rd, d ⩾ 2. Let B = (Bt : t ⩾ 0) be a Brownian motion on Rd independent of S
and let X = (Xt : t ⩾ 0) be the corresponding subordinate Brownian motion, Xt = BSt .
The process X is a Lévy process with the characteristic exponent ξ 7→ ϕ(|ξ|2), ξ ∈ Rd,
and the corresponding infinitesimal generator L of the form

Lu(x) = P.V.
∫
Rd

(u(y)− u(x))j(|y − x|) dy, u ∈ C2
c (R

d), (2.1)

[25, Theorem 31.5]. Here j : (0,∞) → (0,∞) is the radial Lévy density of X given by

j(r) =

∫ ∞

0

1

(4πs)d/2
e

−r2

4s ν(s) ds, (2.2)
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which is continuous and decreasing. Throughout the paper, we assume that ϕ satisfies
the following scaling property at infinity,

a1λ
δ1 ⩽

ϕ(λt)

ϕ(t)
⩽ a2λ

δ2 , λ ⩾ 1, t ⩾ 1, (2.3)

for some constants a1, a2 > 0 and 0 < δ1 ⩽ δ2 < 1. As a simple consequence of (2.3) we
get that

ϕ′(t) ≍ ϕ(t)

t
, t ⩾ 1, (2.4)

and by [18, Theorem 2.3],

j(r) ≍ ϕ(r−2)

rd
, r ⩽ 1. (2.5)

For a bounded open set U ⊂ Rd, define the first exit time from U of the process X as
τU = inf{t ⩾ 0 : Xt ̸∈ U} and denote by XU the corresponding killed process. The
transition densities pU of XU and p of X are related by the so-called Hunt formula

pU(t, x, y) = p(t, x, y)− Ex[p(t− τU , XτU , y)1{t⩾τU}], t > 0, x, y ∈ Rd.

Denote by GU(x, y) the Green function of XU , defined by

GU(x, y) =

∫ ∞

0

pU(t, x, y) dt, x, y ∈ Rd,

and by GUf the corresponding Green potential of a function f ,

GUf(x) =

∫
U

f(y)GU(x, y) dy, x ∈ Rd.

For x ∈ U , the probability measure ωxU(dz) := Px(XτU ∈ dz) is called the harmonic
measure of U with respect to the process X. For a function u on U c let

PUu(x) := Ex[u(XτU )] =

∫
Rd

u(y)ωxU(dy), (2.6)

whenever the integral makes sense. The Poisson kernel of XU , defined by

PU(x, z) =

∫
U

GU(x, y)j(|y − z|) dy, x ∈ U, z ∈ U
c
,

is the density of the restriction of the harmonic measure to U
c. Furthermore, if ∂U is

regular enough, e.g. if U is a Lipschitz set, then ωxU(dz) = PU(x, z)dz on U c. Fix x0 ∈ U .
For x ∈ U and z ∈ ∂U by [19, Lemma 3.4, Theorem 1.1] there exists the limit

MU(x, z) := lim
U∋y→z

GU(x, y)

GU(x0, y)
,

which is called the Martin kernel of U with respect to X. The Martin potential MUh of a
continuous function h on ∂U is defined accordingly. The aforementioned potentials play
a crucial role in defining the weak dual solutions to (semi-)linear problems

−Lu = −f(u) in Ω

u = g in Ω
c

WΩu = h on ∂Ω,
(2.7)
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which form the class of moderate solutions to (1.1). Here, WΩ is the appropriate boundary
trace operator defined for general open sets, for details we refer to [6] and [5]. A function
u is a weak dual solutions to (2.7) if it satisfies the relation

u(x) = −GΩf(u)(x) + PΩg(x) +MΩh(x), x ∈ Rd.

For details on this class of problems and the boundary operator WΩ, we refer to [9], [5],
and [6].

In this paper, the boundary conditions and the beyond-moderate boundary blow-up
of solutions will be determined in terms of the special renewal function. When Ω is
a C1,1 open set, the connection between the boundary operator WΩ and the pointwise
boundary condition in terms of the renewal function has been explored in detail in [6,
Subsection 4.7, (4.18), (4.19), (4.25)]. Here we give the definition of the renewal function
and a brief overview of its properties, for details we refer to [4, Section VI] and [20]. Let
Z = (Zt)t⩾0 be a one-dimensional subordinate Brownian motion with the characteristic
exponent ϕ(θ2), θ ∈ R. The renewal function V of the ascending ladder height process
H = (Ht)t⩾0 of Z, is defined as

V (t) :=

∫ ∞

0

P(Hs ⩽ t) ds, t ∈ R.

For the definition and properties of the ladder height process H, we refer to [4, Section
VI.1]. From the definition of the renewal function V it easily follows that V (t) = 0 for
t < 0, V (0) = 0, V (∞) = ∞, and V is strictly increasing. In the case of the isotropic
α-stable process we have that V (t) = tα/2. In the general case, the function V is not
known explicitly, but rather determined by its Laplace transform. Nevertheless, under
(2.3), it is known that V is a C2 function with the following properties:

V (t) ≍ Φ(t) := ϕ(t−2)−1/2 , 0 < t ⩽ 1, (2.8)

V ′(t) ≲
V (t)

t
, 0 < t ⩽ 1, (2.9)

|V ′′(t)| ≲ V ′(t)

t
, 0 < t ⩽ 1. (2.10)

For details see [17, Lemma 2.4, Lemma 2.5] and [20]. Next, let ϕ∗ be the conjugate of
the complete Bernstein function ϕ, i.e. a Bernstein function given by

ϕ∗(s) =
s

ϕ(s)
, s > 0. (2.11)

The function ϕ∗ is the Laplace exponent of the subordinator conjugate to S, and satisfies
the weak scaling property (2.3), with different coefficients. Let V ∗ denote the renewal
function of the corresponding ascending ladder height process. Then, as an analogue of
(2.8) we get that

V ∗(s) ≍ 1√
ϕ∗(s−2)

≍ s

V (s)
, s > 0. (2.12)

Since the nonnegative solution u to (2.7) with g ≡ 0 is bounded from above by the
harmonic function MΩh, by [6, (4.18)] we conclude that

u(x) ⩽MΩh(x) ≲
δΩ(x)

V (δΩ(x))
≍ 1

V ∗(δΩ(x))
, x ∈ Ω.
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The sharpness of this blow-up rate follows from the estimate

MΩ1(x) ≍ V ∗(δΩ(x)), x ∈ Ω, (2.13)

see [6, (4.16)] (also [6, (4.19)]). Moreover, by the Martin representation, [5, Proposition
5.11], every nonnegative function u harmonic on Ω for X can be represented as an ap-
propriate Martin potential. This implies that the blow-up rate of moderate solutions is
at most V ∗(δΩ)

−1, which motivates the boundary condition in (1.6).
Let us now turn to the nonlinearity f , which is, following [2], modelled as a gener-

alization of the power function f(t) = tp, p > 1. Let f : R → [0,∞) be an increasing
C1(R) function with f(0) = 0 such that

(1 +m)f(t) ⩽ tf ′(t) ⩽ (1 +M)f(t), t ∈ R, (2.14)

for some constants 0 < m ⩽ M . Denote by F : (0,∞) → (0,∞) the antiderivative of f ,
i.e.

F (t) =

∫ t

0

f(s) ds, t > 0.

By (2.14) the function t 7→ F (t)−1/2 is integrable at infinity. Indeed, by integrating (2.14)
we get that f(t) ⩾ f(1)t1+m and therefore F (t) ≳ t2+m for t ⩾ 1. Thus one can define a
function φ : (0,∞) → (0,∞) as

φ(t) =

∫ ∞

t

ds√
F (s)

, t > 0. (2.15)

Remark 2.1. (a) The function φ is monotone decreasing and

lim
t↓0

φ(t) = ∞, lim
t↑∞

φ(t) = 0.

(b) Using (2.14) and the definition of φ one can show that

m

2

φ(t)

t
⩽ |φ′(t)| ⩽ M

2

φ(t)

t
, t > 0, (2.16)

and √
t

f(t)
≍ φ(t), t > 0, (2.17)

for details see [2, Remark 1.1].

Denote by ψ the inverse function of φ, which will appear in the construction of the
supersolution. By Remark 2.1, ψ is decreasing and satisfies

lim
t↓0

ψ(t) = ∞, lim
t↑∞

ψ(t) = 0.

Furthermore, by (2.14) it follows that

t2ψ′′(t)

ψ(t)
≍ t2ψ′(t)2

ψ(t)2
≍ 1. (2.18)
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Note that (2.16) written in terms of ψ is of the form

2

M

ψ(t)

t
⩽ |ψ′(t)| ⩽ 2

m

ψ(t)

t
, t > 0, (2.19)

which in turn implies that the function t 7→ ψ(t)t
2
m is non-decreasing and the function

t 7→ ψ(t)t
2
M is non-increasing.

Throughout the paper, we assume d ⩾ 2 and that Ω ⊂ Rd is a bounded open C1,1 set
with characteristics (R,Λ). Denote by δΩ(x) := dist(x, ∂Ω) the distance of a point x ∈ Ω
to the boundary ∂Ω and for η > 0 set Ωη = {x ∈ Ω : δΩ(x) < η}. Since Ω is a C1,1 set,
by [13, Theorem 5.4.3(i)] it follows that δΩ is a C1,1 on an open neighbourhood of each
point at the boundary ∂Ω. Since Ω is bounded, this means that there exists η0 > 0 such
that δΩ ∈ C1,1(Ωη0).

The results of this paper focus on the construction of a distributional solution to the
semilinear problem (1.6), i.e. the existence of a function u ∈ L1(Ω) such that for every
ξ ∈ C∞

c (Ω) ∫
Ω

uLξ =

∫
Ω

f(u)ξ,

and lim
Ω∋x→∂Ω

u(x)V ∗(δΩ(x)) = ∞. Recall that this limiting boundary condition implies
that u is not harmonically dominated, i.e. does not fall into the class of the so-called
moderate solutions investigated in [6]. Since the solution u to (1.6) exhibits this stronger
singularity at ∂Ω than the moderate solutions to (1.1), we call u a large solution to (1.1).

3 A Keller-Osserman condition for nonlocal operators
The key ingredient in the proof of the existence of a solution to (1.6) is the construction
of an integrable pointwise supersolution, under the so-called nonlocal Keller-Osserman
condition. The appropriate boundary behaviour of the supersolution is governed by the
function U : Rd → (0,∞) defined by

U(x) = ψ (V (δΩ(x))) , x ∈ Ω.

First, we introduce a weaker form of the nonlocal Keller-Osserman condition, which
assures the integrability condition on the supersolution, needed to construct the sequence
of moderate weak dual solutions to the approximating problems (4.2). In what follows
we use the abbreviation δ = δΩ.

Lemma 3.1. The function U is in L1(Ω) if and only if the Keller-Osserman-type condi-
tion ∫ ∞

1

dt√
ϕ−1(φ(t)−2)

<∞ (3.1)

is satisfied.

Proof. Since ψ and V are continuous on (0,∞) and δ ∈ C(Ω), it follows that U ∈ L1
loc(Ω).

Therefore, it is enough to show that (3.1) holds if and only if U ∈ L1(Ωη0). Denote by
Hd−1 the (d− 1)-dimensional Hausdorff measure on ∂Ω. Recall the definition of Φ from
(2.8), as well as the relation V ≍ Φ. By applying the coarea formula, see e.g. [13,
Theorem 3.5.6], we arrive to∫

Ωη0

U(x) dx =

∫ η0

0

dt

∫
{x∈Ω:δ(x)=t}

ψ(V (t))dHd−1( dx)
(2.8)
≍
∫ η0

0

ψ(Φ(t)) dt

8



=

∫ ∞

ψ(Φ(η0))

s(Φ−1)′(φ(s))|φ′(s)| ds
(2.16)
≍
∫ ∞

ψ(Φ(η0))

(Φ−1)′(φ(s))φ(s) ds

=

∫ ∞

ψ(Φ(η0))

φ(s)

Φ′(Φ−1(φ(s)))
ds

(2.4)
≍
∫ ∞

ψ(Φ(η0))

ds√
ϕ−1(φ(s)−2))

,

where in the second line we used the substitution s = ψ(Φ(t))) and the fact that the
functions ψ ◦ Φ and φ are decreasing.

In order for U to be a pointwise supersolution near the boundary of Ω, we need a
slightly stronger version of (3.1), given by the inequality (3.2). Note that when f(t) = tp,
p > 0, and ϕ(t) = tα/2 the Keller Osserman-type conditions (3.2) and (3.1) are both
equivalent to p > α + 1. For the class of functions f treated in this paper, as well as in
[2], the condition (3.1) is not enough to construct the supersolution, even in the fractional
setting. This is because the comparability in (2.19) is not enough to deduce (3.2) from
(3.1), note the change of sign in the line before [2, (1.29)]. See also the following Remark
3.3.

Proposition 3.2. Assume that for R > 0 there exists a constant C1 > 0 such that for
every r ⩾ R ∫ ∞

r

dt√
ϕ−1(φ(t)−2)

⩽ C1
r√

ϕ−1(φ(r)−2)
. (3.2)

Then there exist constants η1 ∈ (0, η0) and C2 > 0 such that

LU(x) ⩽ C2f(U(x)), x ∈ Ωη1 .

Remark 3.3. (a) Note that the stronger condition (3.2) follows from (3.1) and (2.19)
when ∫ ε

0

ϕ(t−2)
1
m dt ≲ εϕ(ε−2)

1
m . (3.3)

To see this, substitute t in (3.2) with u = (ϕ−1(φ(t)−2))−1/2 and denote r̃ =
(ϕ−1(φ(r)−2))−1/2. It follows that∫ ∞

r

dt√
ϕ−1(φ(t)−2)

=

∫ r̃

0

u|ψ′(ϕ(u−2)−1/2)| ϕ
′(u−2)

ϕ(u−2)3/2
u−3du

(2.4)
≍
∫ r̃

0

|ψ′(ϕ(u−2)−1/2)| 1

ϕ(u−2)1/2
du

(2.19)
≍
∫ r̃

0

ψ(ϕ(u−2)−1/2)du.

Since (2.19) implies that the function t 7→ ψ(t)t2/m is non-decreasing, we get that∫ ∞

r

dt√
ϕ−1(φ(t)−2)

⩽ ψ(ϕ(r̃−2)−1/2)ϕ(r̃−2)−1/m

∫ r̃

0

ϕ(u−2)1/mdu

≲ ψ(ϕ(r̃−2)−1/2)r̃ =
r√

ϕ−1(φ(r)−2)
.

In the standard α-stable case (3.3) is equivalent to m > α.

9



(b) By applying the same calculation as in the proof of Lemma 3.1, condition (3.2) is
equivalent to∫ ε

0

ψ(V (t)) dt ≍
∫ ∞

ψ(V (ε))

ds√
ϕ−1(φ(s)−2))

≲
ψ(V (ε))√

ϕ−1(φ(ψ(V (ε)))−2)
≍ εψ(V (ε)).

(3.4)

Proof of Proposition 3.2. Fix η ∈ (0, η0/2) and take x ∈ Ωη. Since U = 0 on Ωc and
U ⩾ 0 on Ω, we have that

LU(x) = P.V.
∫
Ω

(U(y)− U(x))j(|y − x|) dy +
∫
Ωc

(U(y)− U(x))j(|y − x|) dy

⩽ P.V.
∫
Ω

(U(y)− U(x))j(|y − x|) dy =: I.

In order to estimate I, we decompose the integral into three parts

I =

∫
Ω1

(U(y)− U(x))j(|y − x|) dy + P.V.
∫
Ω2

(U(y)− U(x))j(|y − x|) dy

+

∫
Ω3

(U(y)− U(x))j(|y − x|) dy =: J1 + J2 + J3,

where Ω = Ω1 ∪ Ω2 ∪ Ω3 such that

Ω1 =
{
y ∈ Ω : δ(y) > 3

2
δ(x)

}
Ω2 =

{
y ∈ Ω : 1

2
δ(x) ⩽ δ(y) ⩽ 3

2
δ(x)

}
Ω3 =

{
y ∈ Ω : δ(y) < 1

2
δ(x)

}
.

Since the function ψ ◦ V is decreasing, it follows that J1 ⩽ 0. For J2 we split the integral
into two parts

J2 = P.V.
∫
B(x,δ(x)/2)

(U(y)− U(x))j(|y − x|) dy

+

∫
Ω2\B(x,δ(x)/2)

(U(y)− U(x))j(|y − x|) dy =: J1
2 + J2

2 .

In order to get an upper bound for J1
2 first note that U ∈ C1,1(Ωη0) and that ∇U =

ψ′(V (δ))V ′(δ)∇δ. Furthermore, (2.9), (2.10), (2.18) and (2.19) imply that for every
z ∈ B(x, δ(x)/2) ⊂ Ωη0 we have

|∇U(z)−∇U(x)| ≲ |ψ′(V (δ(x)))V ′(δ(x))||∇δ(z)−∇δ(x)|
≲
(
|ψ′(V (δ(z)))− ψ′(V (δ(x)))|V ′(δ(x))|∇δ(z)|

+ |ψ′(V (δ(x)))|V ′(δ(z))− V ′(δ(x))||∇δ(z)|
+ |ψ′(V (δ(x)))V ′(δ(x))|∇δ(z)−∇δ(x)|

)
|z − x|

≲
(
ψ′′(V (δ(x)))V ′(δ(x)) + |ψ′(V (δ(x)))V ′′(δ(x))|

+ |ψ′(V (δ(x)))|V ′(δ(x))
)
|z − x|

≲
ψ(V (δ(x)))

δ(x)2
|z − x|. (3.5)
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Therefore,

|J1
2 | =

∣∣∣∣∫
B(x,δ(x)/2)

(U(y)− U(x)−∇U(x)(y − x))j(|y − x|) dy
∣∣∣∣

⩽
∫
B(x,δ(x)/2)

(∫ 1

0

|∇U(x+ t(y − x))−∇U(x)| dt
)
|y − x|j(|y − x|) dy

(3.5)
≲

ψ(V (δ(x)))

δ(x)2

∫
B(x,δ(x)/2)

|y − x|2j(|y − x|) dy

(2.5)
≲

ψ(V (δ(x)))

δ(x)2

∫
B(x,δ(x)/2)

ϕ(|y − x|−2)

|y − x|d−2
dy

(2.3)
≲

ψ(V (δ(x)))

δ(x)2
ϕ(δ(x)−2)δ(x)2 = ψ(V (δ(x)))ϕ(δ(x)−2). (3.6)

Similarly, since ψ ◦ V is decreasing it follows from (2.5) and (2.3) that for some R > 0

J2
2 ≲ ψ(V (δ(x)/2))

∫ R

δ(x)/2

j(r)rd−1 dr ≲ ψ(V (δ(x)))ϕ(δ(x)−2),

so by (2.8) we get that
J2
2 ≲ ψ(V (δ(x)))V (δ(x))−2. (3.7)

Let Q ∈ ∂Ω be the projection of x on ∂Ω, that is x = Q + δ(x)∇δ(x), and γ = γQ the
C1,1 function such that

B(Q,R) ∩ Ω = {y = (ỹ, yd) ∈ B(Q,R) in CSQ : yd > γ(ỹ)},

where CSQ denotes the coordinate system with Q = 0 and ∇δ(x) = ed. Set

ω = {y ∈ Ω : y = Qy + δ(y)∇δ(y), Qy ∈ B(0, R) ∩ ∂Ω}

and

J3 =

∫
Ω3\ω

(U(y)− U(x))j(|y − x|) dy +
∫
Ω3∩ω

(U(y)− U(x))j(|y − x|) dy =: J1
3 + J2

3 .

First note that for y ∈ Ω3 \ ω

y = Qy + δ(y)∇δ(y), Qy ̸∈ B(0, R)

and therefore

|y − x| ⩾ |Qy| − δ(y)− δ(x) ⩾ R− 5

2
δ(x) > R− 5

2
η > 0,

by choosing η small enough. This and nonnegativity of U imply that

J1
3 ≲

∫
Ω3\ω

U(y) dy ⩽ ||U ||L1(Ωη0 )
. (3.8)

On the other hand, for y ∈ Ω3∩ω we have that y = (Q̃y, γ(Q̃y))+δ(y)
(−∇γ(Q̃y),1)√
|∇γ(Q̃y)|2+1

. Since

γ ∈ C2, we get that

|yd − δ(y)| =

∣∣∣∣∣∣γ(Q̃y) +
δ(y)√

|∇γ(Q̃y)|2 + 1
− δ(y)

∣∣∣∣∣∣ ⩽ Λη|Q̃y|2 + Λ|Q̃y|
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and

|y|2 =

∣∣∣∣∣∣Q̃y −
δ(y)∇γ(Q̃y)√
|∇γ(Q̃y)|2 + 1

∣∣∣∣∣∣
2

⩾
∣∣∣Q̃y

∣∣∣2 − 2
∣∣∣Q̃y

∣∣∣ δ(y)|∇γ(Q̃y)|+
δ(y)2|∇γ(Q̃y)|2

|∇γ(Q̃y)|2 + 1

⩾
∣∣∣Q̃y

∣∣∣2 − 2Λη
∣∣∣Q̃y

∣∣∣2 ⩾ 1
2
|Q̃y|2

for η ⩽ 1
4Λ

. This implies that

|y − x|2 = |(δ(x)− δ(y))ed + (δ(y)− yd)ed − (y, 0)|2

⩾ (δ(x)− δ(y))2 − 2|δ(x)− δ(y)||δ(y)− yd|+ (δ(y)− yd)
2 + |y|2

⩾ (δ(x)− δ(y))2 − 2ηΛ|δ(x)− δ(y)||Q̃y|2 − 2Λ|δ(x)− δ(y)||Q̃y|+ 1
2
|Q̃y|2

⩾ (δ(x)− δ(y))2 − 2Λη2R2 − 2ΛηR + 1
2
|Q̃y|2.

By choosing η small enough it follows that there exists a constant C = C(Λ, R) such that

|y − x|2 ⩾ C((δ(x)− δ(y))2 + |Q̃y|2). (3.9)

Therefore, by (3.2) and Remark 3.3(ii) we have that

J2
3 ⩽

∫
Ω3∩w

U(y)j(|y − x|) dy
(2.5)
≲
∫
Ω3∩w

U(y)
ϕ(|y − x|−2)

|y − x|d
dy

(3.9)
≲
∫
Ω3∩w

ψ(V (δ(y)))
ϕ(((δ(x)− δ(y))2 + |Q̃y|2)−1)

((δ(x)− δ(y))2 + |Q̃y|2)d/2
dy

≍
∫ δ(x)/2

0

∫ R

0

ψ(V (t))
ϕ(((δ(x)− t)2 + s2)−1)

((δ(x)− t)2 + s2)d/2
sd−2 ds dt

≲
∫ δ(x)/2

0

ψ(V (t))
ϕ((δ(x)− t)−2)

|δ(x)− t|
dt ≍ ϕ(δ(x)−2)

δ(x)

∫ δ(x)/2

0

ψ(V (t)) dt

(3.4)
≲ ϕ(δ(x)−2)ψ(V (δ(x)))

(2.8)
≍ ψ(V (δ(x)))V (δ(x))−2. (3.10)

Inequalities (3.6), (3.7), (3.8) and (3.10) now imply that I ≲ ψ(V (δ(x)))V (δ(x))−2. Fi-
nally, by applying (2.17) we get that

ψ(V (δ(x)))

V (δ(x))2
=

U(x)

φ(U(x))2
≍ f(U(x)).

Lemma 3.4. The function U satisfies the boundary growth condition

lim
x→∂Ω

V ∗(δ(x))U(x) = ∞

if and only if

lim
s→∞

V −1

(√
s

f(s)

)√
sf(s) = ∞. (3.11)
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Proof. By substituting v = V (δ(x)) we get

lim
x→∂Ω

V ∗(δ(x))U(x) = lim
v→0

V −1(v)

v
ψ(v) = lim

s→∞

s

φ(s)
V −1(φ(s))

(2.17)
≍ lim

s→∞

√
sf(s)V −1

(√
s

f(s)

)
= ∞.

Lemma 3.5. Let f be an nondecreasing C1 function such that f(0) = 0 satisfying con-
ditions (2.14), (3.2) and (3.11). Then there exists a supersolution u : Rn → R to (1.6)
such that u ∈ C1,1(Ω).

Proof. We will construct a supersolution u of the form

u(x) = aU(x) + bGΩ1(x), x ∈ Rd,

for some constants a, b > 0. Since U ∈ C1,1(Ω), [15, Theorem 1.2] implies that u ∈
C1,1(Ω). By Proposition 3.2, there exists a constant c ⩾ 1 such that for all x ∈ Ωη1 we
have that

−Lu(x) =− aLU(x)− bLGΩ1(x) ⩾ −acf(U(x)) + b ⩾ −acf(U(x)) ⩾ −acf( 1
a
u(x)),

where the last inequality follows from the fact that GΩ1 ⩾ 0 and the assumption that f
is nondecreasing. Set a = c1/m > 1. Applying (2.14), i.e. the fact that t 7→ f(t)t−1−m is
nondecreasing, we get that

f(u(x)) = f

(
a
1

a
u(x)

)
⩾ a1+mf

(
1

a
u(x)

)
,

and thus

−Lu(x) ⩾ −aca−1−mf(u(x)) = −a−mcf(u(x)) = −f(u(x)), x ∈ Ωη1 .

Since LU is bounded on Ω \ Ωη1 we can choose b = a supy∈Ω\Ωη1
|LU(y)| which implies

that

−Lu(x) = −aLU(x)− bLGΩ1(x) = −aLU(x) + b ⩾ 0 ⩾ −f(u(x)), x ∈ Ω \ Ωη1 .

Remark 3.6. Note that when Ω is a ball the supersolution u from Lemma 3.5 is a radial
function.

Next, we want to connect the notions of distributional and probabilistic superharmonic
(respectively, subharmonic) functions. The latter is defined in terms of the potential PU
from (2.6), for U ⊂ Rd open and bounded. In the case of harmonic functions for integro-
differential operators generating unimodal Lévy processes, this connection has been made
in [15].

Lemma 3.7. Let h ∈ L1(Rd, (1 ∧ j(|x|))dx) ∩ C(Ω) be such that for every v ∈ C∞
c (Ω),

v ⩾ 0, ∫
Rd

h(x)(−Lv)(x) dx ⩾ 0. (3.12)

Then for every relatively compact open set A ⊂ Ω and x ∈ Rd

h(x) ⩾ PAh(x).
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Proof. Let A ⊂ Ω be a relatively compact open set. We first prove the claim for h ∈
C2(Ω) ∩ L1(Rd, (1 ∧ j(|x|)dx)). Therefore, −Lh can be calculated pointwise, and the
assumption (3.12) is equivalent to −Lh(x) ⩾ 0 for x ∈ Ω. Denote by Areg ⊂ Ac the set of
all regular points for Ac, i.e. x ∈ Areg whenever Px(τA = 0) = 1. Note that (A)c ⊂ Areg

and by [8, Proposition II (3.3), p.80] ∂A \ Areg is a semi-polar set for X. Since X is
symmetric and has a α-potential density, by [8, Proposition VI.4.10] semi-polar sets for
X are polar. This implies that ∂A \ Areg is polar and therefore

Px(XτA ∈ ∂A \ Areg) = 0, x ∈ Rd. (3.13)

Modifying the approach in [15, Lemma 3.2], set

h̃(x) =

{
PAh(x), x ∈ A,

h(x), otherwise.

Since h̃(x) = h(x) = PAh(x) for all x ∈ Areg, it follows from (3.13) that for every x ∈ A

PAh̃(x) = Ex[h̃(XτA)] = Ex[h̃(XτA);XτA ∈ Areg] = Ex[PAh(XτA);XτA ∈ Areg]

= Ex[PAh(XτA)] = PAh(x) = h̃(x),

so the function h̃ is regular harmonic in A. Since h̃ ∈ L1(Rd, (1 ∧ j(x))dx), by [15,
Lemma 2.2, Lemma 3.1] h̃ ∈ C2(A) and Lh̃(x) = 0, x ∈ A. Note that under (2.3), the
Lévy density j from (2.2) satisfies conditions [15, (A), (1.2)] assumed in [15, Lemma 2.2],
for details see [15, Example 6.2]. Set u := h̃ − h. We have shown that u ∈ C2(A) and,
by definition, u ≡ 0 on Ac. Since for every x ∈ A, Lu(x) = −Lh(x), it follows that
Lu(x) ⩾ 0 for x ∈ A. Assume that sup{u(x) : x ∈ A} > 0. Since u ∈ Cc(Ω) and u = 0
on Ac, the supremum is attained at some x0 ∈ A. It follows that

Lu(x0) =

∫
Rd

(u(x)− u(x0))j(|x− x0|) dx =

=

∫
A

(u(x)− u(x0))j(|x− x0|) dx− u(x0)

∫
Ac

j(|x− x0|) dx < 0,

which contradicts the already established inequality Lu(x0) ⩾ 0. Therefore, we get that
u ⩽ 0 on A, that is h ⩾ PAh on A.

For a general function h ∈ L1(Rd, (1 ∧ j(|x|)dx)) ∩ C(Ω) satisfying (3.12) define
hε = θε ∗ h, where θε, ε > 0, are standard mollifiers. Note that hε satisfies (3.12) on
Ω \ Ωε, since for v ∈ C∞

c (Ω \ Ωε), v ⩾ 0, we have that vε ∈ C∞
c (Ω) and vε ⩾ 0, so∫

Rd

hε(x)Lv(x) dx =

∫
Rd

∫
Rd

θϵ(y)h(x− y)Lv(x) dx dy =

∫
Rd

∫
Rd

θϵ(y)h(z)Lv(z + y)dz dy

=

∫
Rd

h(z)(θε ∗ Lv)(z) dz =
∫
Rd

h(y)Lvε(y) dy ⩽ 0.

Since hε ∈ C2(A) it follows from the first part of the proof that hε ⩾ PAhε on A, for ε > 0

such that A ⊂ Ω\Ωε. By [15, Lemma 2.9] we have that hε
ε↓0−−→ h in L1(Rd, (1∧j(|x|))dx),

which together with continuity of h on Ω implies that

PAh(x) = lim
ε↓0

PAhε(x) ⩽ lim
ε↓0

hε(x) = h(x). (3.14)
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To see that the first equality in (3.14) holds, note that for any relatively compact subset
U of Ω such that A ⊂ U we have

|PA(h− hε)(x)| ⩽
∫
U\A

|h(z)− hε(z)|ωA(x, dz) +
∫
Uc

|h(z)− hε(z)|PA(x, z)dz. (3.15)

Since h ∈ C(Ω), we have that hε
ε↓0−−→ h pointwise on Ω. Moreover, |h|, |hε| ⩽ M on U

for some M > 0 and all ε > 0 small enough. Therefore, by the dominated convergence
theorem, the first integral in (3.15) converges to zero as ε → 0. For the second integral
in (3.15) note that

PA(x, z) ≲ 1 ∧ j(|z|), x ∈ A, z ∈ U c,

so the desired result follows from hε
ε↓0−−→ h in L1(Rd, (1 ∧ j(|x|))dx).

Remark 3.8. (a) The analogous statement of the Lemma 3.7 for a subharmonic func-
tion h is obtained by applying Lemma 3.7 to the function −h.

(b) The statement of Lemma 3.7 for nonnegative or locally bounded supersolutions
holds without the continuity assumption when A is a Lipschitz set, or more gener-
ally, A ⊂ Rd such that ωA(x, ∂A) = 0. Indeed, for the convergence of the first inte-
gral in (3.14), one can apply Fatou’s lemma in the first case or the dominated conver-
gence theorem in the second, since hε

ε→0−−→ h a.e. on Rd and ωA(x, dz) = PA(x, z)dz.

Lemma 3.9. If a nonnegative function u ∈ L1(Rd, (1∧j(|x|))dx)∩C(Ω) is a distributional
supersolution of

−Lu = −f(u) in Ω (3.16)

then for every relatively compact open set A ⊂ Ω it holds that

u ⩾ −GAfu + PAu a.e.

Proof. Let A be a relatively compact open set in Ω. Define h(x) := u(x) + GAfu(x),
x ∈ Rd. Note that u is bounded on A, hence fu is also bounded on A. By combining
the proofs of [6, Lemma 2.2 and Lemma 2.4]) we conclude that GAfu ∈ C(A) 1, which
implies that h ∈ C(A). Further, since GAfu = 0 on Ω \A, we have that u = h on Rd \A.
This implies that PAu = PAh. Note that on A we have that

−Lh = −Lu− LGAfu = −Lu+ fu

in the distributional sense. Hence, u is a supersolution for (3.16) if and only if h is
superharmonic, that is satisfies (3.12). By Remark 3.8 it follows that PAh(x) ⩽ h(x) for
almost every x ∈ A (hence for a.e. x ∈ Rd). We get that if u is a supersolution for (3.16),
then

PAu(x) = PAh(x) ⩽ h(x) = u(x) +GAfu(x), x ∈ Ω.

The analogous result to Lemma 3.9 holds for distributional subsolutions to (3.16),
with the converse inequality. This argument, combined with [15, Lemma 3.1], implies the
following characterization.

1Note that the regularity of the set A in [6] is needed only to show that GAfu continuously vanishes
at ∂A.
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Corollary 3.10. A function u ∈ L1(Rd, (1∧j(|x|))dx)∩C(Ω) is a distributional solution
of (3.16) if and only if for every relatively compact open set A ⊂ Ω it holds that

u = −GAfu + PAu. (3.17)

Finally, as an immediate consequence of Lemma 3.9 we get a version of the comparison
principle for distributional super- and sub-solutions.

Lemma 3.11. Let B be a relatively compact open set in Ω and u1, u2 ∈ L1(Rd, (1 ∧
j(|x|))dx) ∩ C(Ω) such that u1 is a supersolution and u2 a subsolution to (3.16). If
u1 ⩾ u2 on Rd \B then u1 ⩾ u2 on Ω.

Proof. Let A := {x ∈ Ω : u2(x) > u1(x)}. Since both u1 and u2 are continuous on Ω, A
is open and A ⊂ A ⊂ B ⊂ Ω. Hence, by Lemma 3.9, for any x ∈ A

u2(x) ⩽ −GAfu2(x) + PA(u2)(x) = −
∫
A

GA(x, y)f(u2(y))dy +

∫
Ac

PA(x, y)u2(y)dy

⩽ −
∫
A

GA(x, y)f(u1(y))dy +

∫
Ac

PA(x, y)u1(y)dy ⩽ u1(x). (3.18)

In the inequality we used that f(u2(y)) ⩾ f(u1(y)) for y ∈ A, and u2(y) ⩽ u1(y) for
y ∈ Ac. The above proves that A = ∅, that is, u1 ⩾ u2 on all of Ω.

4 Existence of a large solution
Now using the existence of a supersolution u from Lemma 3.5 and the one-sided iteration
argument, we arrive to the existence result for solutions to (1.6).

Theorem 4.1. Let f be an increasing C1 function such that f(0) = 0 satisfying conditions
(2.14), (3.2), (3.11), and ∫ 1

0

V (t)f

(
V (t)

t

)
dt <∞. (4.1)

Then there exists a nonnegative solution u ∈ L1(Rn) ∩ C(Ω) to (1.6) dominated by u on
Ω.

Proof. For k ∈ N let uk = −GΩfuk +kMΩ1 be the nonnegative unique weak dual solution
to the semilinear problem

−Lu = −f(u) in Ω
u = 0 in Ωc

WΩu = k on ∂Ω.
(4.2)

The existence of this weak dual solution follows from [6, Theorem 5.1] and assumptions
(4.1) and (2.14), latter implying that the function Λ = f satisfies the doubling condition
[6, (5.1)].

First, we show that the sequence (uk)k has a nondecreasing subsequence (ukn)n. By
(2.9) and (2.14) the function h(t) := f(V (t)

t
) satisfies [6, Condition (U)]. Recall that by

(2.13) there exists some c1 > 1 such that for all x ∈ Ω

c−1
1 ⩽

δΩ(x)

V (δΩ(x))
MΩ1(x) ⩽ c1.
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Since f is increasing, nonnegative and satisfies (2.14), there exists c2 > 0 such that
f(c1t) ⩽ c2f(t), t ⩾ 0, and therefore

GΩf(uk) ⩽ GΩf(kMΩ1) ⩽ k1+MGΩf(MΩ1) ⩽ c2k
1+MGΩ(h ◦ δΩ).

Therefore, by [6, Proposition 4.1] and (4.1) we have that for some c3 > 0

0 ⩽ lim sup
x→∂Ω

δΩ(x)

V (δΩ(x))
GΩfuk(x) ⩽ c2k

1+M lim sup
x→∂Ω

δΩ(x)

V (δΩ(x))
GΩ(h ◦ δΩ)(x)

⩽ c3k
1+M

(
lim
x→∂Ω

∫ δΩ(x)

0

h(t)V (t) dt+ lim
x→∂Ω

δΩ(x)

∫ diam(Ω)

δΩ(x)

h(t)V (t)

t
dt

)
= 0. (4.3)

Note that the last equality in (4.3) follows from (4.1) since for g(t) := f
(
V (t)
t

)
V (t) we

can apply the dominated convergence theorem to get that

lim
η↓0

η

∫ 1

η

g(t)

t
dt =

∫ 1

0

lim
η↓0

η

t
g(t)1[η,1](t) dt = 0.

Now by (2.13) and (4.3) it follows that for l ⩾ 2c21k

0 < lim sup
δΩ(x)→0

δΩ(x)

V (δΩ(x))
uk(x) = lim sup

δΩ(x)→0

δΩ(x)

V (δΩ(x))
(kMΩ1(x)) ⩽ c1k

⩽ c−1
1 2−1l ⩽ 2−1 lim inf

δΩ(x)→0

δΩ(x)

V (δΩ(x))
(lMΩ1(x)) ⩽ 2−1 lim inf

δΩ(x)→0

δΩ(x)

V (δΩ(x))
ul(x) <∞,

(4.4)

which implies that ul > uk on Ωη for some η small enough. Then by Lemma 3.11 it
follows that ul ⩾ uk on all of Ω. Now the desired subsequence (ukn)n is obtained by
setting kn = (⌊2c21⌋+ 1)n.

Let u ∈ C(Ω) be the pointwise supersolution of (3.16) from Lemma 3.5. Since GΩ1 ∈
C0(Ω), by Lemma 3.1 and Lemma 3.4, u ∈ L1(Ω) and

lim
x→∂Ω

δΩ(x)

V (δΩ(x))
u(x) = ∞. (4.5)

This together with (4.4) implies that u > ukn near the boundary of Ω, so by Lemma 3.11
we conclude that

u ⩾ ukn , in Ω. (4.6)

For x ∈ Ω define
u(x) := lim

n→∞
ukn(x) ⩽ u(x),

and set u = 0 on Ωc. Note that u ∈ L1(Ω). Moreover, for all kn,

lim inf
x→∂Ω

δΩ(x)

V (δΩ(x))
u(x) ⩾ lim inf

x→∂Ω

δΩ(x)

V (δΩ(x))
ukn(x) ⩾ C−1kn.

Thus u has the required boundary behaviour in (1.6). Therefore, it remains to check
that u is a solution to (3.16). Here we use Lemma 3.9. Let A be any relatively compact
open subset of Ω. Then for all kn,

ukn(x) = −GAfukn (x) + PAukn(x) = −
∫
A

GA(x, y)f(ukn(y)) dy +

∫
Ω\A

PA(x, y)ukn(y) dy.
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Since ukn increases to u and f is nondecreasing, by the monotone convergence theorem
we get that

u(x) = −GAfu(x) + PAu(x).

By (3.17) it follows that u is a solution to (3.16). In order to show continuity of u, fix
any compact K ⊂ Ω and choose η > 0 such that dist(K,Ωc) > 3η. Let A be any C2 open
subset of Ω such that Ω \ Ω2η ⊂ A ⊂ Ω \ Ωη. For any j ⩾ 1 and x ∈ A,

0 ⩽ ukn+j
(x)− unk

(x) =
(
−GAfukn+j

(x) + PAukn+j
(x)
)
−
(
−GAfukn (x) + PAukn(x)

)
= −GA(fukn+j

− fukn )(x) + PA(ukn+j
− ukn)(x) ⩽ PA(ukn+j

− ukn)(x).

If x ∈ K and z ∈ Ω \ A, then |x− z| ⩾ η. Hence, by [6, (4.5)], for some c4 > 0

PA(x, z) ⩽
c4

V (δAc(z))
, x ∈ K, z ∈ Ω \ A,

where δAc(z) = dist(z, A). This implies that

0 ⩽ ukn+j
(x)− unk

(x) ⩽ c4

∫
Ω\A

ukn+j
(z)− ukn(z)

V (δAc(z))
dz ⩽ c4

∫
Ω\A

u(z)− ukn(z)

V (δAc(z))
dz. (4.7)

Since u ∈ L1(Ω) is also locally bounded on Ω, and
∫ 1

0
dr
V (r)

dr <∞, it holds that∫
Ω\A

u(z)

V (δAc(z))
dz <∞.

Therefore, by the dominated convergence theorem, the right-hand side in (4.7) goes to
zero as n→ ∞, independently of x ∈ K. Hence, the convergence ukn

n→∞−−−→ u is uniform
in K, implying that u is continuous on K.

Remark 4.2. Note that the solution from Theorem 4.1 satisfies

lim sup
x→∂Ω

u(x)

ψ(V (δ(x))
< +∞,

but we do not obtain the exact blow-up rate of the solution at ∂Ω. In the case of the
fractional Laplacian L = ∆

α
2 , f(t) = tp and Ω = B a ball, the blow-up rate of the large

solution is known to be of the same order as the supersolution u, see [3, Theorem 5.1].
That is, the solution u is comparable to δ

− α
p−1

B near the boundary ∂B.

5 Kato’s inequality
In the classical setting of the Laplace operator, the classical Keller-Osserman condition
implies the existence of a universal upper bound on Ω for distributional solutions to the
local semilinear equation,

∆u(x) = f(x, u(x)), x ∈ Ω, (5.1)

see for example [23, Section 3.1, Theorem 4.1.2]. This universal upper bound is obtained
by applying Kato’s inequality and showing that all solutions are dominated by a function
given in terms of the constructed supersolution u. As a consequence, it follows that for
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every compact set K ⊂ Ω there exists a positive constant CK such that every locally
bounded solution of (5.1) satisfies

sup
x∈K

|u(x)| ⩽ CK . (5.2)

This uniform local boundedness is then the key ingredient in the construction of the
maximal solution to (5.1). Although it is still unclear whether similar consequences of
the generalised Keller-Osserman condition hold in the nonlocal setting, even in the case of
the fractional Laplacian, we investigate the corresponding distributional Kato’s inequality
and one of its direct implications in the context of semilinear equations.

Proposition 5.1. Let Ω be a bounded C1,1 open set, F ∈ L1
loc(Ω) and u ∈ L1(Rd, (1 ∧

j(|x|))dx) the distributional solution to the linear problem

−Lu = F in Ω. (5.3)

Then for every ξ ∈ C∞
c (Ω), ξ ⩾ 0,∫

Rd

|u|(−Lξ) ⩽
∫
Ω

ξsgn(u)F. (5.4)

We first prove a simple integration by parts type formula.

Lemma 5.2. Let ϵ0 > 0 and ξ ∈ C∞
c (Ω \Ωϵ0). For any 0 < ϵ < ϵ0

2
and v ∈ C2(Ω \Ωϵ)∩

L1(Rd, (1 ∧ j(|x|)dx)), it holds that∫
Rd

vLξ =

∫
Ω\Ωϵ0

ξLv. (5.5)

Proof. For δ > 0 define the approximation operator

Lδξ(x) =

∫
|y|>δ

(
ξ(x+ y)− ξ(x)

)
j(|y|)dy,

By the symmetry of the operator Lδ we have∫
Rd

vLδξ =
1

2

∫
Rd

∫
Rd

(v(z)− v(x))(ξ(x)− ξ(z))j(|z − x|)1{|z−x|>δ}dzdx =

∫
Ω

ξLδv.

(5.6)

Note that limδ→0

∫
Rd vLδξ =

∫
Rd vLξ by the dominated convergence theorem. Indeed,

by assumption v ∈ L1(Rd, (1 ∧ j(|x|))dx), and since ξ ∈ C∞
c (Ω \ Ωϵ0) we have that

|Lδξ(x)| ⩽ C((1 ∧ j(|x|))dx) for some constant C independent of δ.
Furthermore, as v ∈ C2(Ω\Ωϵ) we have ∥D2v∥L∞(Ω\Ωϵ0/2

) < +∞. For any x ∈ Ω\Ωϵ0

we get

|Lδv(x)| ⩽
∫
δ<|y|<ϵ

∣∣v(x+ y)− v(x)−∇v(x) · y
∣∣j(|y|)dy +

∣∣Lϵv(x)∣∣
⩽ ∥D2v∥L∞(Ω\Ωϵ0/2

)

∫
|y|<ϵ

|y|2j(|y|)dy + |Lϵv(x)| := hϵ(x).

Since hϵ ∈ L1
loc(Ωϵ), by the dominated convergence theorem we have limδ→0

∫
Ω
ξLδv =∫

Ω
ξLv, so the result follows by taking limit as δ → 0 in (5.6).
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Proof of Proposition 5.1. We prove the result in several steps.
Step1: Let {ρϵ}ϵ>0 be a family of mollifiers such that

∫
Rd ρϵ = 1 and define uϵ = u∗ρϵ

and Fϵ := F ∗ ρϵ. Fix ϵ0 > 0. First we show that uϵ is a distributional (and pointwise)
solution of

−Luϵ = Fϵ in Ω \ Ωϵ0 . (5.7)

for all ϵ < ϵ0
2
. Note that for every ξ ∈ C∞

c (Ω \ Ωϵ0), ϵ <
ϵ0
2

and y ∈ Bϵ(0) we have that
ξy := ξ(·+ y) ∈ C∞

c (Ω). Since u is a distributional solution to (5.3) we get that

−
∫
Rd

uϵ Lξ = −
∫
Rd

∫
Rd

ρϵ(y)u(x− y)Lξ(x) dx dy = −
∫
Rd

ρϵ(y)

∫
Rd

u(z)Lξy(z)dz dy =

=

∫
Rd

ρϵ(y)

∫
Ω

F (z)ξy(z)dzdy =

∫
Ω\Ωϵ0

ξ(x)

∫
Rd

F (x− y)ρϵ(y)dy dx

=

∫
Ω\Ωϵ0

Fϵ ξ.

Step2: Let 0 ⩽ ξ ∈ C∞
c (Ω). Then there exists ϵ0 > 0 such that supp(ξ) ⊂ Ω \ Ωϵ0 . By

applying Taylor’s theorem to a convex function γ ∈ C2(R), for x ∈ Rd and ϵ ⩽ ϵ0 we get
that

−L(γ(uϵ))(x)= −γ′(uϵ)(x)Luϵ(x)− P.V.
∫
Rd

γ′′(zx,y,uϵ)

2
(uϵ(x)− uϵ(y))

2j(|x− y|)dy

⩽ −γ′(uϵ)(x)Luϵ(x). (5.8)

By Lemma 5.2, (5.8) and (5.7), we get that∫
Rd

γ(uϵ)
(
− Lξ

)
=

∫
Ω

−L(γ(uϵ))ξ ⩽
∫
Ω

γ′(uϵ)
(
− Luϵ

)
ξ =

∫
Ω

γ′(uϵ)Fϵ ξ. (5.9)

Step 3: As u ∈ L1(Rd, 1∧j(|·|)) one can easily show that uϵ
ϵ↓0−→ u in L1(Rd, 1∧j(|·|)),

see [15, Lemma 2.9]. Therefore, for γ ∈ C2(R) such that γ′ is bounded it follows that

γ(uϵ)
ϵ↓0−→ γ(u) in L1(Rd, 1 ∧ j(| · |)).

Since for ξ ∈ C∞
c (Ω) we have that |Lξ(x)| ≲ 1 ∧ j(|x|), the previous convergence implies

lim
ϵ→0

∫
Rd

γ(uϵ)(−Lξ) =
∫
Rd

γ(u)(−Lξ). (5.10)

On the other hand, note that similarly as in (5.7),∫
Ω

γ′(uϵ)Fϵ ξ =

∫
Ω

γ′(uϵ)(x) ξ(x)

∫
Rd

F (y)ρϵ(x− y)dy dx =

∫
Ω

F
(
ρϵ ∗ (γ′(uϵ)ξ)

)
. (5.11)

Since uϵ → u in L1(Rd, 1 ∧ j(| · |)) it follows that (on a subsequence) uϵ −→ u a.e. Since
γ′ ∈ Cb(R), by dominated convergence theorem we get that∫

Ω

∣∣(γ′(uϵ)− γ′(u))
∣∣ξ ϵ↓0−→ 0. (5.12)
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We apply the following decomposition∣∣∣ ∫
Ω

F
(
ρϵ ∗ (γ′(uϵ)ξ)

)
−
∫
Ω

Fγ′(u)ξ
∣∣∣ ⩽ ∣∣∣ ∫

Ω

F
(
ρϵ ∗ (γ′(uϵ)ξ)

)
−
∫
Ω

F
(
ρϵ ∗ (γ′(u)ξ)

)∣∣∣
+
∣∣∣ ∫

Ω

F
(
ρϵ ∗ (γ′(u)ξ)

)
−
∫
Ω

Fγ′(u)ξ
∣∣∣

:= Aϵ +Bϵ. (5.13)

Since ξ ∈ C∞
c (Ω \ Ωϵ0) and ρϵ ∈ C∞

c (Bϵ(0)), we get that supp
(
ρϵ ∗ (γ′(uϵ)ξ) − ρϵ ∗

(γ′(u)ξ)
)
⊂ supp(ρϵ) +Ω \Ωϵ0 ⊂ Kξ for some compact set Kξ ⊂ Ω independent of ϵ > 0.

Then by ∥ρϵ∥L∞(Rd) ⩽ 1 and (5.12) we have that

Aϵ =
∣∣∣ ∫

Kξ

F (x) ρϵ ∗
(
(γ′(uϵ)− γ′(u))ξ

)
(x) dx

∣∣∣
=
∣∣∣ ∫

Kξ

F (x)
(∫

Bϵ(x)

ρϵ(x− y)(γ′(uϵ)− γ′(u))(y)ξ(y)dy
)
dx
∣∣∣

⩽ ∥F∥L1(Kξ)

∫
Ω

∣∣(γ′(uϵ)− γ′(u))ξ
∣∣ ϵ→0−−→ 0.

Since the family of mollifiers is uniformly bounded, by boundedness of ξ and γ′, for x ∈ Kξ

it follows that
|F (x)ρϵ ∗ (γ′(u)ξ)(x)| ⩽ ∥γ′(u)ξ∥L∞(Ω)|F (x)|.

Since F ∈ L1(Kξ) and ρϵ∗(γ′(u)ξ) → (γ′(u)ξ), by the dominated convergence theorem we
get that lim

ϵ→0
Bϵ = 0. Therefore, by taking the limit in the inequality (5.9), and applying

(5.10), (5.11) and (5.13) we get that∫
Rd

γ(u)
(
− Lξ

)
⩽
∫
Ω

γ′(u)F ξ. (5.14)

Step 4: Let (γn)n be an increasing sequence of nonnegative C2 convex functions such
that γn(x) → |x|, γ′n(x) → sgn(x) as n → ∞ and ∥γ′n∥L∞(R) < K for some constant
K > 0 independent of n. By (5.14),∫

Rd

γn(u)
(
− Lξ

)
⩽
∫
Ω

γ′n(u)F ξ. (5.15)

Since the sequence (γn)n is increasing, by splitting Lξ into the positive and negative part,
we can apply the monotone convergence theorem to find that

lim
n→∞

∫
Rd

γn(u)
(
− Lξ

)
= lim

n→∞

(∫
{Lξ>0}

+

∫
{Lξ⩽0}

)
γn(u)(x)

(
− Lξ

)
(x) dx

=
(∫

{Lξ>0}
+

∫
{Lξ⩽0}

)
|u(x)|

(
− Lξ

)
(x) dx =

∫
Rd

|u(x)|
(
− Lξ

)
(x) dx.

On the other hand, as |γ′n| ⩽ K and F ∈ L1
loc(Ω), the dominated convergence theorem

implies that

lim
n→∞

∫
Ω

γ′n(u)F ξ =

∫
Ω

sgn(u)F ξ.

The proof is finished by taking the limit as n→ ∞ in (5.15).
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A straightforward consequence of Kato’s inequality is the fact that given two distri-
butional solutions u and v to the semilinear problem (3.16), their maximum

w := max{u, v} =
u+ v + |u− v|

2

is a subsolution to (3.16). Since f is increasing, by linearity of the operator L and (5.3)
we get the following inequality in the distributional sense

−Lw = −f(u) + f(v)

2
− 1

2
L(|u− v|)

⩽ −f(u) + f(v)

2
− sgn(u− v)(f(u)− f(v))

2

= −f(u) + f(v)

2
− |f(u)− f(v)|

2
= −max(f(u), f(v)) = −f(w),

that is, w is a subsolution to (3.16). Analogously, min{u, v} is a supersolution to (3.16).
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