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1 Introduction

The boundary Harnack principle (BHP) is a result roughly saying that non-negative func-

tions, which are harmonic in an open set and vanish near a portion of the boundary of that

open set, have the same boundary decay rate near that portion of the boundary. The BHP

was first proved independently in [1, 13, 32] for classical harmonic functions in Lipschitz

domains. Since then, it has been extended to more general diffusions and more general

domains.

In [3], the BHP was established for harmonic functions of symmetric α-stable processes,

α ∈ (0, 2), in Lipschitz domains. This was the first BHP for discontinuous Markov processes.

Since then, the result of [3] has been generalized in various directions. [30] extended it to

harmonic functions of symmetric α-stable processes in κ-fat open sets, with the constant

depending on the local geometry near the boundary. A uniform version of it was established

in [6] for harmonic functions of symmetric α-stable processes in arbitrary open sets. The

BHP of [6] is uniform in the sense that the constant does not depend on the open set itself.

Note that such uniform version does not hold for Brownian motion.

In another direction, the BHP has been generalized to different classes of discontinuous

Markov processes. For example, it was extended to a large class of subordinate Brownian
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motions in [17, 18]. In [20] the uniform BHP was extended to a large class of rotationally

symmetric Lévy processes and in [16] it was extended to a class of subordinate Brownian

motions including geometric stable processes. The main result of [20] has been extended

to a large class of symmetric Lévy processes in [24]. A BHP with explicit decay rate was

established in [19, 22] for a large class of subordinate Brownian motions in C1,1 open sets.

For BHP with respect to subordinate Brownian motions with Gaussian components, see

[10, 21].

Recently, a very general BHP for discontinuous Feller processes in metric measure spaces

has been proved in [7] under some comparability assumptions on the jump kernel and a

Urysohn-type property of the domain of the generator of the process. The main result of

[7] is not scale invariant in general. It was shown in [7] that, under a stable-like scaling

condition, a scale invariant BHP holds.

All the BHPs mentioned above deal with the decay of harmonic functions near finite

boundary points. In the case of symmetric α-stable processes, by using the inversion with

respect to spheres, the Kelvin transform and the BHP near finite boundary points, [26]

obtained a BHP at infinity for harmonic functions in unbounded open sets. The argument

using inversion with respect to spheres and the Kelvin transform does not work for more

general Lévy processes. By using a different, more involved argument, a BHP at infinity was

established in [23] for a large class of symmetric Lévy processes under a global weak scaling

condition on the Lévy exponents.

Motivated by the result and the method from [7], in this paper we prove a uniform and

scale invariant BHP at infinity for a class of purely discontinuous Feller processes in metric

measure spaces. Even in the special case of symmetric Lévy processes, the BHP at infinity

of this paper is more general than that of [23] since we will only assume that the Lévy

exponents satisfy a weak scaling condition near the origin. We will also give a uniform and

scale invariant BHP near finite boundary points.

We start the paper by recalling the setting and basic assumptions of [7]. Let (X, d) be a

metric space such that all bounded closed sets are compact and let m be a σ-finite measure

on X with full support. Let R0 ∈ (0,∞] (the localization radius of (X, d)) be such that

X \ B(x, 2r) 6= ∅ for all x ∈ X and all r < R0. We will consider a large class of Feller

processes X = (Xt, t ≥ 0;Px, x ∈ X;Ft, t ≥ 0) on X satisfying several assumptions. The first

assumption is strong duality and Hunt’s hypothesis (H).

A: X is a Hunt process admitting a strong dual process X̂ with respect to the measure m

and X̂ is also a Hunt process. The transition semigroups (Pt) and (P̂t) of X and X̂ are both

Feller and strongly Feller. Every semi-polar set of X is polar.

In the sequel, all objects related to the dual process X̂ will be denoted by a hat. Recall

that a set is polar (semi-polar, respectively) for X if and only if it is polar (semi-polar,

respectively) for X̂ (see [2, VI. (1.19)]). Under assumption A the process X admits a

(possibly infinite) Green function G(x, y) serving as a density of the occupation measure:

G(x,A) := Ex
∫∞

0
1(Xt∈A)dt =

∫
A
G(x, y)m(dy). Moreover, G(x, y) = Ĝ(y, x) for all x, y ∈ X,
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cf. [2, VI.1]. Further, if D is an open subset of X and τD = inf{t > 0 : Xt /∈ D} the exit

time from D, the killed process XD is defined by XD
t = Xt if t < τD and XD

t = ∂ where ∂

is an extra point added to X. Then XD admits a unique (possibly infinite) Green function

(potential kernel) GD(x, y) such that for every non-negative Borel function f ,

GDf(x) :=

∫
D

f(y)GD(x, y)dy = Ex
∫ τD

0

f(Xt)dt ,

and GD(x, y) = ĜD(y, x), x, y ∈ D, with ĜD(y, x) the Green function of X̂D. For the details

we refer the readers to [7, pp.480–481] and the references therein. We say D is Greenian

if the Green function GD(x, y) is finite for all x, y ∈ D, x 6= y. Under this assumption the

process XD is transient in the sense that there exists a non-negative Borel function f on D

such that 0 < GDf <∞ (and the same is true for X̂).

Let C0(X) stand for the Banach space of bounded continuous functions on X vanishing at

infinity. Let A and Â be the generators of (Pt) and (P̂t) in C0(X) respectively. The second

assumption is a Urysohn-type condition.

B: There is a linear subspace D of D(A) ∩ D(Â) satisfying the following condition: For

any compact K and open D with K ⊂ D ⊂ X, the collection D(K,D) of functions f ∈ D
satisfying the conditions (i) f(x) = 1 for x ∈ K; (ii) f(x) = 0 for x ∈ X\D; (iii) 0 ≤ f(x) ≤ 1

for x ∈ X, and (iv) the boundary of the set {x : f(x) > 0} has zero m measure, is nonempty.

We let

ρ(K,D) := inf
f∈D(K,D)

sup
x∈X

max(Af(x), Âf(x)).

Assumption B implies that the jumps of X satisfy the following Lévy system formula:

for every stopping time T ,

Ex
∑
s∈(0,T ]

f(Xs−, Xs) = Ex
∫ T

0

∫
X

f(Xs, z)J(Xs, dz)ds. (1.1)

Here f : X × X → [0,∞], f(x, x) = 0 for all x ∈ X, and J is a kernel on X (satisfying

J(x, {x}) = 0 for all x ∈ X), called the Lévy kernel of X. As a consequence, the following

Ikeda-Watanabe type formula is valid:

Px(XτD ∈ E,XτD− 6= XτD , τD < ζ) =

∫
D

GD(x, dy)J(y, E), x ∈ D,E ⊂ X \D (1.2)

where ζ is the life time of X. Furthermore, the Lévy kernel J satisfies

Jf(x) :=

∫
X

f(y)J(x, dy) = lim
t↓0

Exf(Xt)

t
(1.3)

for all bounded continuous function f on X and x ∈ X \ suppf . The Lévy kernel Ĵ(y, dx) of

X̂ is defined in a similar manner. By duality, J(x, dy)m(dx) = Ĵ(y, dx)m(dy). Further, it
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follows from (1.3) that if f ∈ D(A) and x ∈ X \ supp(f), then Jf(x) = Af(x). Again, for

these facts we refer the reader to [7, p.482] and the reference therein.

Our next assumption is only a part of the corresponding assumption in [7].

C: The Lévy kernels of X and X̂ have the form j(x, y)m(dy) and ĵ(x, y)m(dy) respectively,

where j(x, y) = ĵ(y, x) > 0 for all x, y ∈ X, x 6= y.

For an open set D ⊂ X, let

PD(x, z) :=

∫
D

GD(x, y)j(y, z)m(dy), x ∈ D, z ∈ Dc, (1.4)

be the Poisson kernel of D with respect to X. It follows from (1.2) and (1.4) that PD(x, z)

is the exit density of X from D through jumps:

Px(XτD ∈ E,XτD− 6= XτD , τD < ζ) =

∫
E

PD(x, z)m(dz), x ∈ D,E ⊂ X \D .

Assumptions A, B and C will be in force throughout this paper. In the next section we

will assume that the localization radius R0 = ∞, that X and X̂ are conservative, and will

add assumptions needed in order to study the behavior of non-negative harmonic functions

at infinity. Our main result is a scale invariant approximate factorization of non-negative

function harmonic in unbounded open set, Theorem 2.1, from which the scale invariant

uniform boundary Harnack principle, Corollary 2.2, immediately follows. Proofs of these

results will be given in Section 3. In Section 4, we introduce a different additional set of

assumptions and state the scale invariant uniform boundary Harnack principle at a finite

boundary point. Proofs of the results in Section 4 are deferred to the Appendix. In Section 5

we discuss examples of processes which satisfy the assumptions of this paper. These include

some symmetric and isotropic Lévy processes, strictly stable (not necessarily symmetric)

processes in Rd, processes obtained by subordinating a Feller diffusion on unbounded Ahlfors

regular n-sets, and some space non-homogeneous processes on Rd. Finally, in Section 6 we

study boundary behavior of the Green function GD at the regular boundary points. These

results will be used in subsequent papers.

Notation: We will use the following conventions in this paper. c, c0, c1, c2, · · · stand

for constants whose values are unimportant and which may change from one appearance to

another. All constants are positive finite numbers. The labeling of the constants c0, c1, c2, · · ·
starts anew in the statement of each result. We will use “:=” to denote a definition, which

is read as “is defined to be”. We denote a ∧ b := min{a, b}. The notation f � g means

that the quotient f(t)/g(t) stays bounded between two positive numbers on their common

domain of definition. For x ∈ X and r > 0 we denote by B(x, r) be the open ball centered

at x with radius r and by B(x, r) the closure of B(x, r). Further, for 0 < r < R, let

A(x, r, R) = {y ∈ X : r < d(x, y) < R} be the open annulus around x, and A(x, r, R) the

closure of A(x, r, R). Throughout the paper we will adopt the convention that Xζ = ∂ and

u(∂) = 0 for every function u.

4



2 Additional assumptions and main result

We recall that assumptions A, B and C are in force throughout the paper. In order for

the boundary Harnack principle at infinity to make sense the ambient space X must be

unbounded. Hence in this and the next section we assume that the localization radius

R0 = ∞. We further assume that both X and X̂ are conservative processes: For every

t ≥ 0, Pt1 = P̂t1 = 1.

From now on we fix a point z0 in X which will serve as the center of the space. For any

r > 0, let

V (r) = V (z0, r) := m(B(z0, r))

denote the volume of the ball of radius r centered at z0. We assume that V : [0,∞)→ [0,∞)

satisfies the following two properties: (i) The doubling property: There exists c > 1 such

that

V (2r) ≤ cV (r), r > 0 , (2.1)

and (ii) There exist c > 1, r0 > 0 and n0 ∈ N with n0 ≥ 2 such that

V (n0r) ≥ cV (r), r ≥ r0 . (2.2)

We further assume the existence of a non-decreasing function Φ = Φ(z0, ·) : [0,∞) →
[0,∞) which satisfies the doubling property: There exists c > 1 such that

Φ(2r) ≤ cΦ(r), r > 0 . (2.3)

The function Φ will play a crucial role in obtaining scale invariant results. Examples of such

functions will be given in Section 5. At the moment it suffices to say that in case of isotropic

Lévy process in Rd, we have that Φ(r) = 1/Ψ(r−1), where x 7→ Ψ(|x|) is the Lévy exponent

of the process.

Let C∞(X) be the Banach space of continuous functions f on X such that f has a limit at

infinity. We will use ‖ · ‖ to denote the sup norm. It is obvious that any function f ∈ C∞(X)

is the sum of function in C0(X) and a constant. It is well known that the semigroup of X

being Feller is equivalent to the following conditions: (i) for any f ∈ C∞(X), Ptf ∈ C∞(X);

(ii) for any f ∈ C∞(X), limt→0 ‖Ptf − f‖ = 0. We will also use A (respectively Â) to denote

the generator of (Pt) (respectively (P̂t)) in C∞(X). It follows easily from the conservativeness

of X that constant functions are in D(A) and that, for any constant c, Ac = 0.

We are now ready for some additions to assumptions B and C and an additional assump-

tion. In the following assumptions, r0 is a positive number. Recall the notation D(K,D)

from assumption B.

B2-a(z0, r0): For any a ∈ (1, 2], there exists c = c(z0, a) such that for any r ≥ r0,

%(r) := inf
f∈D(B(z0,r),B(z0,ar))

sup
x∈X

max(A(1− f)(x), Â(1− f)(x))

= inf
f∈D(B(z0,r),B(z0,ar))

sup
x∈X

max(−Af(x),−Âf(x)) ≤ c

Φ(r)
.
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B2-b(z0, r0): For any a ∈ (1, 2], there exists c = c(z0, a) such that for any r ≥ r0 and any

f ∈ D(B(z0, r), B(z0, ar)),

max(Af(x), Âf(x)) ≤ cV (r)j(x, z0), x ∈ A(z0, r, (a+ 1)r).

To assumption C we add

C2(z0, r0): For any a ∈ (1, 2], there exists c = c(z0, a) such that for r ≥ r0, x ∈ B(z0, r) and

y ∈ X \B(z0, ar),

c−1j(z0, y) ≤ j(x, y) ≤ cj(z0, y), c−1 ĵ(z0, y) ≤ ĵ(x, y) ≤ cĵ(z0, y), (2.4)

and

inf
y∈A(z0,r,ar)

min(j(z0, y), ĵ(z0, y)) ≥ c

V (r)Φ(r)
. (2.5)

Note that by assumptions B2-b(z0, r0) and C2(z0, r0), and the doubling property of V ,

any f ∈ D(B(z0, r), B(z0, ar)) satisfies

max(Af(x), Âf(x)) ≤ c1B(z0,r)c(x)V (r)j(x, z0), r ≥ r0, (2.6)

for a constant c = c(z0, a) > 0. In fact, for f ∈ D(A) ∩ D(Â) such that f(x) = 1 for

x ∈ B(z0, r), f(x) = 0 for x ∈ X \ B(z0, ar) and 0 ≤ f(x) ≤ 1 for x ∈ X, we have, using the

doubling property of V ,

Af(x)1X\B(z0,(a+1)r)(x) = 1X\B(z0,(a+1)r)(x)

∫
B(z0,ar)

f(y)j(x, y)m(dy)

≤ c1X\B(z0,(a+1)r)(x)V (ar)j(x, z0) ≤ c21X\B(z0,(a+1)r)(x)V (r)j(x, z0). (2.7)

Combining this with assumption B2-b(z0, r0), we get (2.6).

Our final assumption concerns Green functions of complements of balls.

D2(z0, r0): B(z0, r0)c is Greenian. For every a ∈ (1, 2), there exists a constant c = c(z0, a)

such that for all r ≥ r0,

sup
x∈B(z0,ar)

sup
y∈A(z0,2r,4r)

max(GB(z0,r)c
(x, y), ĜB(z0,r)c

(x, y)) ≤ c
Φ(r)

V (r)
.

Recall that a non-negative function u : X → [0,∞) is said to be regular harmonic in an

open set D ⊂ X if

u(x) = Ex (u(XτD)) , for all x ∈ D .

By the strong Markov property, the equality above holds for every stopping time τ ≤ τD.

Recall also that for an open set D ⊂ X, a point x ∈ ∂D is said to be regular for Dc with

respect to X if Px(τD = 0) = 1. Let Dreg denote the set of points x ∈ ∂D which are regular

for Dc with respect to X.

Now we can state our main theorem.

6



Theorem 2.1 Assume z0 ∈ X. Suppose that, in addition to A, B and C, assumptions

(2.1)–(2.3), B2-a(z0, r0), B2-b(z0, r0), C2(z0, r0) and D2(z0, r0) hold true for some r0 > 0.

For any a ∈ (1, 2), there exists C1 = C1(z0, a) > 1 such that for any r ≥ r0, any open set

D ⊂ B(z0, r)
c and any non-negative function u on X which is regular harmonic with respect

to X in D and vanishes on B(z0, r)
c ∩
(
D
c ∪Dreg

)
, it holds that

C−1
1 PD(x, z0)

∫
B(z0,2ar)

u(z)m(dz) ≤ u(x) ≤ C1PD(x, z0)

∫
B(z0,2ar)

u(z)m(dz) (2.8)

for all x ∈ D ∩B(z0, 8r)
c.

As a consequence of Theorem 2.1, one immediately gets the following scale invariant

uniform boundary Harnack principle at infinity.

Corollary 2.2 (Boundary Harnack Principle at Infinity) Let z0 ∈ X. Assume that,

in addition to A, B and C, assumptions (2.1)–(2.3), B2-a(z0, r0), B2-b(z0, r0), C2(z0, r0)

and D2(z0, r0) hold true for some r0 > 0. There exists C2 = C2(z0) > 1 such that for any

r ≥ 2r0, any open set D ⊂ B(z0, r)
c and any non-negative functions u and v on X which are

regular harmonic with respect to X in D and vanish on B(z0, r)
c∩
(
D
c ∪Dreg

)
, it holds that

C−1
2

u(y)

v(y)
≤ u(x)

v(x)
≤ C2

u(y)

v(y)
, for all x, y ∈ D ∩B(z0, 8r)

c . (2.9)

Remark 2.3 Note that all our assumptions are symmetric in X and X̂. Therefore, Theorem

2.1 and Corollary 2.2 hold for co-harmonic functions as well.

3 Proofs

Throughout this section, z0 is a fixed point in X. We will always assume in this section that

assumptions A, B, C, (2.1)–(2.3), B2-a(z0, r0), B2-b(z0, r0), C2(z0, r0) and D2(z0, r0) hold

true for some r0 > 0 and give a proof of Theorem 2.1.

Proposition 3.1 There exists a constant c > 0 such that for every r ≥ r0 and D ⊂ X \
B(z0, r),

PD(x, z0) ≤ c
1

V (r)
, x ∈ D.

Proof. By (2.4) and the fact that j(x, y) = ĵ(y, x), for every y ∈ B(z0, r/2) and x ∈ D, we

have

PD(x, z0) ≤ PB(z0,r)c
(x, z0) =

∫
B(z0,r)c

GB(z0,r)c
(x, z)j(z, z0)m(dz)

≤ c1

∫
B(z0,r)c

GB(z0,r)c
(x, z)j(z, y)m(dz) = c1PB(z0,r)c

(x, y).
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Thus, by integrating over the ball B(z0, r/2) and using the doubling property of V (r),

PD(x, z0) ≤ c2

V (r/2)

∫
B(z0,r/2)

PB(z0,r)c
(x, y)m(dy)

≤ c3

V (r)

∫
B(z0,r/2)

PB(z0,r)c
(x, y)m(dy) ≤ c3

V (r)
.

2

Let a ∈ (1, 2). For each r ≥ r0, we consider a function ϕ(r) ∈ D(B(z0, r), B(z0, ar)), and

let φ(r) = 1− ϕ(r) and V (r) = {x ∈ X : φ(r)(x) > 0} = {x ∈ X : ϕ(r)(x) < 1}. Note that, by

choosing ϕ(r) appropriately, we can achieve that

δ(r) := sup
x∈B(z0,ar)

max(Aφ(r)(x), Âφ(r)(x)) ≤ 2c

Φ(r)
,

where c = c(z0, a) is the constant in assumption B2-a(z0, r0).

In what follows, our analysis and results are valid for all r ≥ r0 with constants depending

on a ∈ (1, 2), but not on r. To ease the notation in the remaining part of the section we

drop the superscript r from ϕ(r), φ(r) and V (r) and write simply ϕ, φ and V .

Let

ψ(x) =
max(Aφ(x), Âφ(x), δ(1− φ(x)))

φ(x)
, x ∈ X, (3.1)

with the convention 1/0 = ∞. Note that ψ(x) = ∞ for x ∈ V c, and ψ(x) = 0 for x ∈
B(z0, ar)

c. We define two right-continuous additive functionals by

At = lim
ε↘0

∫ t+ε

0

ψ(Xs)ds and Ât = lim
ε↘0

∫ t+ε

0

ψ(X̂s)ds. (3.2)

We follow the idea in [7] to mollify the distribution of X(τB(z0,r)c
) by letting the particle

lose mass gradually, with intensity ψ(Xt), before time τB(z0,r)c
.

We define two right-continuous strong Markov multiplicative functionals Mt = exp(−At)
and M̂t = exp(−Ât). By the argument on [7, p. 492] and the references therein, M and M̂

are in fact exact strong Markov multiplicative functionals. As on [7, p. 492], we consider the

semigroup of operators Tψt f(x) = Ex(f(Xt)Mt) associated with the multiplicative functional

M and the semigroup of operators T̂ψt f(x) = Ex(f(X̂t)M̂t) associated with the multiplicative

functional M̂ . Tψt is the transition operator of the subprocess Xψ of X. The subprocess X̂ψ

of X̂ corresponding to the multiplicative functional M̂ is the dual process of Xψ. Thus the

potential densities of Xψ and X̂ψ satisfy Ĝψ(x, y) = Gψ(y, x) and

Gψ(x, y) ≤ GV (x, y) ≤ GB(z0,r)c
(x, y), (x, y) ∈ V × V. (3.3)

Let τa = inf {t ≥ 0 : At ≥ a} and

πψf(x) = −Ex
∫

[0,∞)

f(Xt)dMt = Ex
(∫ ∞

0

f(Xτa)e
−ada

)
=

∫ ∞
0

Ex(f(Xτa))e
−ada, (3.4)
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where the second equality follows by substitution. By following the arguments in [7, pp. 492–

493] line by line, one can see that πψf can be written in the following two ways: If f is

nonnegative and vanishes in X \ (B(z0, ar) ∩ V ), then

πψf(x) = Gψ(ψf)(x) =

∫
V ∩B(z0,ar)

Gψ(x, y)ψ(y)f(y)m(dy), x ∈ V, (3.5)

and if f ∈ D(A) vanishes in V , then for all x ∈ V ,

πψf(x) = GψAf(x) =

∫
V

Gψ(x, y)Af(y)m(dy)

=

∫
V

Gψ(x, y)

∫
X\V

f(z)j(y, z)m(dz)m(dy)

=

∫
X\V

(∫
V

Gψ(x, y)j(y, z)m(dy)

)
f(z)m(dz). (3.6)

Since Lemmas 4.6–4.7 and Corollary 4.8 of [7] and their proofs hold under our setting,

we have

πψ(x, ∂V ) = 0, x ∈ V. (3.7)

Repeating the argument of the proof of [7, Lemma 4.10], we get that if f is regular

harmonic in B(z0, r)
c with respect to X, then f(x) = πψf(x) for all x ∈ B(z0, 2r)

c. The

main step of the proof is to get the correct estimate of πψ(x, dy)/m(dy).

We recall the following notation and results from [7]. Let U be an open subset of V . For

any nonnegative or bounded f and x ∈ V , we let

πψUf(x) = Ex(f(XτU )MτU−), Gψ
Uf(x) = Ex

∫ τU

0

f(Xt)Mtdt.

Gψ
U admits a density Gψ

U(x, y), and we have Gψ
U(x, y) ≤ GU(x, y), Gψ

U(x, y) ≤ Gψ(x, y). For

any f ∈ D(A), we have

πψUf(x) = Gψ
U(A− ψ)f(x) + f(x), x ∈ V. (3.8)

In particular, by an approximation argument,

πψU(x,E) =

∫
U

Gψ
U(x, y)J(y, E)m(dy), x ∈ U, E ⊆ X \ U. (3.9)

By the definition of ψ, we have that (A− ψ)φ(x) ≤ 0 for x ∈ X (and, in particular, for

all x ∈ V ). Thus using (3.8), the proof of the next result is the same as that of [7, Lemma

4.4].

Lemma 3.2 Let U = V ∩B(z0, ar). Then

πψU(x,B(z0, ar)
c) ≤ φ(x), x ∈ U. (3.10)
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Recall that n0 is the natural number in (2.2). It follows from the doubling properties of

Φ and V that with c0 > 1

Φ(nk0r) ≤ ck0Φ(r) for all k ≥ 1, r > 0, (3.11)

V (n0r/2)Φ(n0r/2) ≤ c0V (r)Φ(r) for all r > 0. (3.12)

Let s ≥ r0. Thus applying (2.5) to each annulus and the monotonicity of Φ and V we have

that for nk0s < d(z, z0) ≤ nk+1
0 s,

j(z0, z) ≥
c1

V (nk+1
0 s/2)Φ(nk+1

0 s/2)
≥ c1c

−1
0

V (nk0s)Φ(nk0s)
. (3.13)

In the second inequality above we have used (3.12). Let s ≥ r0. By using (3.13) in the

second line, the assumption (2.2) (with the constant c2 > 1) and (3.11) in the last line, we

have ∫
B(z0,s)c

j(z0, z)m(dz) =
∞∑
k=0

∫
nk0s<d(z,z0)≤nk+1

0 s

j(z0, z)m(dz)

≥
∞∑
k=0

∫
nk0s<d(z,z0)≤nk+1

0 s

c1c
−1
0

V (nk0s)Φ(nk0s)
m(dz)

= c1c
−1
0

∞∑
k=0

V (nk+1
0 s)− V (nk0s)

V (nk0s)Φ(nk0s)

= c1c
−1
0

∞∑
k=0

(
V (nk+1

0 s)

V (nk0s)
− 1

)
1

Φ(nk0s)

≥ c1(c2 − 1)
∞∑
k=0

c−k−1
0

1

Φ(s)
=: c3

1

Φ(s)
,

with c2 > 1 and c1, c3 > 0 independent of s. In particular, again by using (2.3),∫
B(z0,br)c

j(z0, z)m(dz) ≥ c4
1

Φ(r)
, for every b ∈ (1, 2] and all r ≥ r0 , (3.14)

with c4 > 0 independent of r and b.

Lemma 3.3 Let b ∈ (a, 2) and set U = V ∩ B(z0, ar). There exists a constant c =

c(z0, b/a) > 0 such that ∫
U

Gψ
U(x, y)m(dy) ≤ cφ(x)Φ(r), x ∈ U. (3.15)

Proof. By Lemma 3.2, φ(x) ≥ πψU(x,B(z0, ar)
c) ≥ πψU(x,B(z0, br)

c) . Thus, using (3.9),

φ(x) ≥
∫
B(z0,br)c

∫
U

Gψ
U(x, y)j(y, z)m(dy)m(dz) .
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Note that, by (2.4), we have j(y, z) ≥ c1j(z0, z) for all (y, z) ∈ B(z0, ar) × B(z0, br)
c with

c1 = c1(z0, b/a). Therefore, using (3.14) we conclude that

φ(x) ≥ c1

∫
B(z0,br)c

j(z0, z)m(dz)

∫
U

Gψ
U(x, y)m(dy) ≥ c2

Φ(r)

∫
U

Gψ
U(x, y)m(dy) .

2

The following Lemma is analogous to [7, Lemma 4.5].

Lemma 3.4 Let b ∈ (a, 2). There exists a constant c = c(a, b) > 0 such that

Gψ(x, y) ≤ c
Φ(r)

V (r)
φ(x), x ∈ V ∩B(z0, br), y ∈ A(z0, 2r, 4r) .

Proof. If x ∈ A(z0, ar, br), then φ(x) = 1. Thus, by (3.3) and assumption D2(z0, r0), for

x ∈ A(z0, ar, br) ⊂ B(z0, br) and y ∈ A(z0, 2r, 4r),

Gψ(x, y) ≤ GV (x, y) ≤ GB(z0,r)c
(x, y) ≤ c1

Φ(r)

V (r)
= c1

Φ(r)

V (r)
φ(x),

with c1 = c1(b).

For the remainder of the proof, we assume that x ∈ U := V ∩ B(z0, ar). Let f ≥ 0 be

supported on A(z0, 2r, 4r) with
∫
f(w)m(dw) = 1. Then, by the strong Markov property,

Gψf(x) = πψU(Gψf)(x) = πψU(1A(z0,ar,br)
Gψf)(x) + πψU(1B(z0,br)cG

ψf)(x) =: I + II.

First note that by D2(z0, r0) and (3.3), for y ∈ A(z0, ar, br),

Gψf(y) ≤
∫
A(z0,2r,4r)

GV (y, w)f(w)m(dw) ≤
∫
A(z0,2r,4r)

GB(z0,r)c
(y, w)f(w)m(dw) ≤ c2

Φ(r)

V (r)
.

Thus, combining this with Lemma 3.2 we get

I ≤

(
sup

y∈A(z0,ar,br)

Gψf(y)

)
πψU(x,A(z0, ar, br)) ≤ c2

Φ(r)

V (r)
πψU(x, V \ U) ≤ c2

Φ(r)

V (r)
φ(x).

For II, by using (2.4) and Lemma 3.3, we get that for z ∈ B(z0, br)
c,∫

U

Gψ
U(x, y)j(y, z)m(dy) ≤ c3

∫
U

Gψ
U(x, y)m(dy)j(z0, z)

≤ c4φ(x)Φ(r)j(z0, z),

with c4 = c4(b/a). Thus by (3.3) and (3.9),

II ≤ c4φ(x)Φ(r)

∫
B(z0,br)c

Gψf(z)j(z0, z)m(dz)

11



≤ c4φ(x)Φ(r)

∫
A(z0,2r,4r)

∫
B(z0,br)c

GV (z, y)j(z0, z)m(dz)f(y)m(dy)

≤ c4φ(x)Φ(r)

∫
A(z0,2r,4r)

P̂B(z0,r)c
(y, z0)f(y)m(dy).

Finally using the dual version of Proposition 3.1, we conclude that

II ≤ c5φ(x)

∫
A(z0,2r,4r)

f(y)m(dy)
Φ(r)

V (r)
= c5

Φ(r)

V (r)
φ(x) .

2

Lemma 3.5 There exists a constant c = c(a, z0) > 0 such that for all x ∈ A(z0, 2r, 4r),

πψ(x, dy)/m(dy) ≤ c

V (r)
1B(z0,ar)

(y). (3.16)

Proof. Let b := a/2 + 1 so that b ∈ (a, 2). First note that ψ vanishes on X\B(z0, ar). Thus

πψ(y,X \B(z0, ar)) = 0, y ∈ V. (3.17)

Fix x ∈ A(z0, 2r, 4r). If f is a non-negative function on X vanishing in X \ (B(z0, ar) ∩ V ),

then by (3.5) and the dual version of Lemma 3.4 (together with Gψ(x, y) = Ĝψ(y, x)),

πψf(x) ≤ c1
Φ(r)

V (r)

∫
V ∩B(z0,ar)

φ(y)ψ(y)f(y)m(dy). (3.18)

Since for y ∈ B(z0, ar) we have φ(y)ψ(y) ≤ c2(Φ(r))−1 by the definition in (3.1) and assump-

tion B2-a(z0, r0) (with a constant c3 = c3(a) possibly different from the one in B2-a(z0, r0)),

we have

πψf(x) ≤ c3

V (r)

∫
V ∩B(z0,ar)

f(y)m(dy). (3.19)

On the other hand, if g ∈ D(A) vanishes in V then by (3.6),

πψg(x) =

∫
X\V

(∫
V

Gψ(x, y)j(y, z)m(dy)

)
g(z)m(dz). (3.20)

Assume z ∈ X \ V ⊂ B(z0, ar) and let

I :=

∫
V ∩B(z0,br)

Gψ(x, y)j(y, z)m(dy) and II :=

∫
B(z0,br)c

Gψ(x, y)j(y, z)m(dy).

We now consider I and II separately.

By the dual version of Lemma 3.4, assumption B2-a(z0, r0) and the fact that Âφ(z) =

Ĵφ(z), for some c4 = c4(a) > 0,

I ≤ c4
Φ(r)

V (r)

∫
V ∩B(z0,br)

φ(y)j(y, z)m(dy) = c4
Φ(r)

V (r)
Âφ(z) ≤ c4

V (r)
. (3.21)
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On the other hand, by assumption C2(z0, r0) and (3.3), for some c5 = c5(a) > 0,

II ≤ c5

∫
B(z0,br)c

Gψ(x, y)j(y, z0)m(dy)

≤ c5

∫
B(z0,br)c

GV (x, y)j(y, z0)m(dy) ≤ c5PV (x, z0), (3.22)

which is less than or equal to c6V (r)−1 by Proposition 3.1. Therefore, (3.21) and (3.22)

imply that for all g ∈ D(A) vanishing in V we have

πψg(x) ≤ c7

V (r)

∫
X\V

g(z)m(dz). (3.23)

Since D(A) is dense in C0(X ) we have πψ(x, dy)/m(dy) ≤ c7/V (r) on V c too. 2

Corollary 3.6 Let f be a non-negative function on X and x a point in A(z0, 2r, 4r) such

that f(x) ≤ Exf(Xτ ) for every stopping time τ ≤ τB(z0,r)c
. Then

f(x) ≤ c

V (r)

∫
B(z0,ar)

f(y)m(dy) , (3.24)

where c = c(a) is the constant from Lemma 3.5.

Proof. Recall from (3.4) that πψf(x) =
∫∞

0
Ex(f(Xτa))e

−ada. Since τa ≤ τV ≤ τB(z0,r)c
, we

have that f(x) ≤ Exf(Xτa), and therefore f(x) ≤ πψf(x). Thus by (3.16),

f(x) ≤
∫
f(y)πψ(x, dy) ≤ c

V (r)

∫
B(z0,ar)

f(y)m(dy).

2

Lemma 3.7 There exists c = c(z0, a) > 0 such that for any r ≥ r0 and any open set

D ⊂ B(z0, r)
c we have

Px (XτD ∈ B(z0, r)) ≤ c V (r)PD(x, z0) , x ∈ D ∩B(z0, ar)
c .

Proof. (2.6) says that for any f ∈ D(B(z0, r), B(z0, ar)), we have

max(Af(z), Âf(z)) ≤ c1B(z0,r)c(z)V (r)j(z, z0)

for some c(z0, a) > 0 independent of r ≥ r0. Thus, by Dynkin’s formula we have

Ex [f(XτD)] =

∫
D

GD(x, z)Af(z) dz

≤ cV (r)

∫
D

GD(x, z)j(z, z0) dz = cV (r)PD(x, z0). (3.25)

Finally, since 1B(z0,r)
≤ f , Px(XτD ∈ B(z0, r)) ≤ Ex [f(XτD)] ≤ cV (z0, r)PD(x, z0). 2
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Proposition 3.8 Let b ∈ (a, 2). There exists c = c(z0, a, b) > 1 such that for any r ≥ r0,

any open set D ⊂ B(z0, r)
c and any non-negative function u on X which is regular harmonic

with respect to X in D and vanishes on B(z0, r)
c ∩
(
D
c ∪Dreg

)
, it holds that

c−1PD∩B(z0,2br)c
(x, z0)

∫
B(z0,2ar)

u(z)m(dz) ≤ u(x)

≤ cPD∩B(z0,2br)c
(x, z0)

∫
B(z0,2ar)

u(z)m(dz) (3.26)

for all x ∈ D ∩B(z0, 4r)
c.

Proof. Let O := D ∩ B(z0, 2br)
c, D1 := A(z0, 2ar, 2br) and D2 := B(z0, 2ar). By the

harmonicity of u,

u(x) = Ex[u(XτO)] = Ex[u(XτO) : XτO ∈ D1] + Ex[u(XτO) : XτO ∈ D2] , x ∈ D. (3.27)

Let Dirr be the set of points in ∂D which are irregular for Dc with respect to X. Since u

vanishes on B(z0, r)
c ∩
(
D
c ∪Dreg

)
, it follows that u(y) ≤ Eyu(Xτ ) for every stopping time

τ ≤ τB(z0,r)c
and every y ∈ B(z0, r)

c \Dirr. Since Dirr is polar with respect to X, we see that

XτO /∈ Dirr. It follows from Corollary 3.6 and Lemma 3.7 that for all x ∈ D ∩B(z0, 4r)
c,

Ex[u(XτO) : XτO ∈ D1] ≤

(
sup

y∈D1\Dirr

u(y)

)
Px(XτO ∈ D1)

≤ c1V (br)PO(x, z0)
c2

V (r)

∫
B(z0,a2r)

u(z)m(dz) (3.28)

≤ c3PO(x, z0)

∫
B(z0,2ar)

u(z)m(dz), (3.29)

where c3 = c3(a, b). On the other hand, by assumption C2(z0, r0), for all x ∈ D∩B(z0, 4r)
c,

Ex[u(XτO) : XτO ∈ D2] =

∫
B(z0,2ar)

∫
O

GO(x, y)j(y, z)m(dy)u(z)m(dz)

�
∫
B(z0,2ar)

∫
O

GO(x, y)j(y, z0)m(dy)u(z)m(dz)

= PO(x, z0)

∫
B(z0,2ar)

u(z)m(dz). (3.30)

The proposition now follows from (3.27)–(3.30). 2

Lemma 3.9 For any b ∈ (a, 2) there exists c = c(a, b) > 0 such that for every r ≥ r0 and

every open set D ⊂ B(z0, r)
c,

PD∩B(z0,2br)c
(x, z0) ≤ PD(x, z0) ≤ cPD∩B(z0,2br)c

(x, z0) , x ∈ D ∩B(z0, 2abr)
c .
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Proof. First note that, since D is Greenian, by the strong Markov property for all open set

U ⊂ D, GD(x, y) = GU(x, y) + Ex [GD(XτU , y); τU <∞] for every (x, y) ∈ X× X. Thus

PD(x, z0) = PD∩B(z0,2br)c
(x, z0)

+ Ex[PD(XτD∩B(z0,2br)
c , z0) : XτD∩B(z0,2br)

c ∈ B(z0, 2br) \B(z0, r), τD∩B(z0,2br)c
<∞].

By Proposition 3.1, Lemma 3.7 and the doubling property, for x ∈ D ∩B(z0, 2abr)
c,

Ex[PD(XτD∩B(z0,2br)
c , z0) : XτD∩B(z0,2br)

c ∈ B(z0, 2br) \B(z0, r)]

≤

(
sup

z∈B(z0,2br)\B(z0,r)

PD(z, z0)

)
Px(XτD∩B(z0,2br)

c ∈ B(z0, 2br))

≤ c1
V (2br)

V (r)
PD∩B(z0,2br)c

≤ c2PD∩B(z0,2br)c
(x, z0) .

This finishes the proof. 2

Proof of Theorem 2.1 Let a ∈ (1, 2) and choose b = a/2 + 1. Let D ⊂ B(z0, r)
c and let

u be a non-negative function on X which is regular harmonic with respect to X in D and

vanishes on B(z0, r)
c ∩
(
D
c ∪Dreg

)
. Since B(z0, 8r)

c ⊂ B(z0, 4r)
c ∩ B(z0, 2abr)

c, it follows

from Proposition 3.8 and Lemma 3.9 that

u(x) � PD(x, z0)

∫
B(z0,2ar)

u(y)m(dy) , x ∈ D ∩B(z0, 8r)
c ,

with a constant depending on a. 2

4 Finite boundary point

The goal of this section is to state an analog of Theorem 2.1 for finite boundary points.

Again, recall that assumptions A, B and C are in force. Recall that R0 ∈ (0,∞] is the

localization radius and that A and Â are the generators of (Pt) and (P̂t) in C0(X). The

processes X and X̂ are not assumed to be conservative.

Similarly as in Section 2 we fix a point z0 ∈ X which now serves as a boundary point of

an open set. For r > 0, we let V (r) = V (z0, r) := m(B(z0, r)) and assume that the volume

function V : [0,∞)→ [0,∞) satisfies (2.1) and, instead of (2.2), we assume that there exist

c > 1 and r0 ∈ (0, R0] and n0 ∈ N with n0 ≥ 2 such that

V (n0r) ≥ cV (r), r ≤ r0 . (4.1)

We also assume the existence of an increasing function Φ = Φ(z0, ·) : [0,∞) → [0,∞)

satisfying the doubling property (2.3) which again will be crucial in obtaining the scale

invariant results.
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Similarly as in Section 2 we introduce some additional assumptions. Recall the notation

D(K,D) from assumption B. In the following assumptions, r0 is a number in (0, R0].

B1-a(z0, r0): For any a ∈ (1/2, 1), there exists c = c(z0, a) such that for any r < r0,

ρ(r) := inf
f∈D(B(z0,ar),B(z0,r))

sup
x∈X

max(Af(x), Âf(x)) ≤ c

Φ(r)
.

B1-b(z0, r0): For any a ∈ (1/2, 1), there exists c = c(z0, , a) such that for any r < r0 and

any f ∈ D(B(z0, ar), B(z0, r)),

max(Af(x), Âf(x)) ≤ cV (r)j(x, z0), x ∈ A(z0, ar, (a+ 1)r).

B1-c(z0, r0): For any 1/2 < b < a < 1, there exists c = c(z0, , a, b) such that for any r < r0,

inf
f∈D(A(z0,br,ar),A(z0,r/2,r))

sup
x∈X

max(Af(x), Âf(x)) ≤ c

Φ(r)
.

To assumption C we add

C1(z0, r0): For any a ∈ (1/2, 1), there exists c = c(a, r0, z0) such that for r < r0, x ∈
B(z0, ar) and y ∈ X \B(z0, r),

c−1j(z0, y) ≤ j(x, y) ≤ cj(z0, y), c−1 ĵ(z0, y) ≤ ĵ(x, y) ≤ cĵ(z0, y), (4.2)

and

inf
y∈A(z0,ar,r)

min(j(z0, y), ĵ(z0, y)) ≥ c

V (r)Φ(r)
. (4.3)

Note that by assumption C1(z0, r0), the function f in assumption B1-b(z0, r0) satisfies

max(Af(x), Âf(x)) ≤ c1B(z0,ar)c(x)V (r)j(x, z0) (4.4)

for a constant c = c(z0, a) > 0. In fact, for f ∈ D(A) ∩ D(Â) such that f(x) = 1 for

x ∈ B(z0, ar), f(x) = 0 for x ∈ X \B(z0, r) and 0 ≤ f(x) ≤ 1 for x ∈ X, we have

Af(x)1X\B(z0,(a+1)r)(x) = 1X\B(z0,(a+1)r)(x)

∫
B(z0,r)

f(y)j(x, y)m(dy)

≤ c1X\B(z0,(a+1)r)(x)V (r)j(x, z0).

The final assumption concerns Green functions of balls.

D1(z0, r0): For any a ∈ (1/2, 1) there exists a constant c = c(z0, r0, a) such that for all

r < r0,

sup
x∈A(z0,ar,r)

sup
y∈B(z0,r/2)

max(GB(z0,r)(x, y), ĜB(z0,r)(x, y)) ≤ c
Φ(r)

V (r)
.
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Theorem 4.1 Let z0 ∈ X. Assume that, in addition to A, B and C, the assumptions (2.1),

(4.1), (2.3), B1-a(z0, r0), B1-b(z0, r0), B1-c(z0, r0), C1(z0, r0) and D1(z0, r0) hold true for

some r0 ∈ (0, R0]. For any a ∈ (1/2, 1), there exists C1 = C1(z0, r0, a) > 1 such that for

any r < r0/(2n0), any open set D ⊂ B(z0, r) and any non-negative function u on X which

is regular harmonic with respect to X in D and vanishes on B(z0, r) ∩
(
D
c ∪Dreg

)
, it holds

that

C−1
1 ExτD

∫
B(z0,ar/2)c

j(z0, z)u(z)m(dz) ≤ u(x)

≤ C1 ExτD
∫
B(z0,ar/2)c

j(z0, z)u(z)m(dz) (4.5)

for all x ∈ D ∩B(z0, r/8).

As a consequence of Theorem 2.1, one immediately gets the following scale invariant

uniform boundary Harnack principle.

Corollary 4.2 (Boundary Harnack Principle) Let z0 ∈ X. Suppose that, in addition to

A, B and C, the assumptions (2.1), (4.1), (2.3), B1-a(z0, r0), B1-b(z0, r0), B1-c(z0, r0),

C1(z0, r0) and D1(z0, r0) hold true for some r0 ∈ (0, R0]. There exists C2 = C2(z0, r0) > 1

such that for any r < r0/(2n0), any open set D ⊂ B(z0, r) and any non-negative functions

u and v on X which are regular harmonic with respect to X in D and vanish on B(z0, r) ∩(
D
c ∪Dreg

)
, it holds that

C−1
2

u(y)

v(y)
≤ u(x)

v(x)
≤ C2

u(y)

v(y)
, for all x, y ∈ D ∩B(z0, r/8) . (4.6)

5 Examples

Example 5.1 Let X = (Xt,Px) be a purely discontinuous symmetric Lévy process in Rd

with Lévy exponent Ψ(ξ) so that

Ex
[
eiξ·(Xt−z0)

]
= e−tΨ(ξ), t > 0, x ∈ Rd, ξ ∈ Rd.

Thus the state space X = Rd, the measure m is the d-dimensional Lebesgue measure and the

localization radius R0 =∞. Assume that r 7→ j0(r) is a strictly positive and nonincreasing

function on (0,∞) satisfying

j0(r) ≤ cj0(r + 1), r > 1, (5.1)

for some c > 1, and the Lévy measure of X has a density J such that

γ−1j0(|y|) ≤ J(y) ≤ γj0(|y|), y ∈ Rd, (5.2)
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for some γ > 1. Since
∫∞

0
j0(r)(1 ∧ r2)rd−1dr < ∞ by (5.2), the function x → j0(|x|) is the

Lévy density of an isotropic unimodal Lévy process whose characteristic exponent is

Ψ0(|ξ|) =

∫
Rd

(1− cos(ξ · y))j0(|y|)dy. (5.3)

The Lévy exponent Ψ can be written as

Ψ(ξ) =

∫
Rd

(1− cos(ξ · y))J(y)dy

and, clearly by (5.2), it satisfies

γ−1Ψ0(|ξ|) ≤ Ψ(ξ) ≤ γΨ0(|ξ|), for all ξ ∈ Rd . (5.4)

The function Ψ0 may not be increasing. However, if we put Ψ∗0(r) := sups≤r Ψ0(s), then, by

[5, Proposition 2] (cf. also [14, Proposition 1]), we have

Ψ0(r) ≤ Ψ∗0(r) ≤ π2Ψ0(r).

Thus by (5.4),

(π2γ)−1Ψ∗0(|ξ|) ≤ Ψ(ξ) ≤ γΨ∗0(|ξ|), for all ξ ∈ Rd . (5.5)

Under the above assumptions, our process X obviously satisfies Assumptions A, B and C.

Let Φ(r) = (Ψ∗0(r−1))−1. Since X is a purely discontinuous symmetric Lévy process, we

can write down the generator A of X explicitly in terms of the Lévy density. Using this

explicit formula and [14, Corollary 1] one can easily check that Assumptions B1-a(z0, r0),

B1-b(z0, r0), B1-c(z0, r0) and B2-a(z0, r0) are also satisfied for all z0 ∈ Rd and r0 > 0.

Suppose now that Ψ0 satisfies the following scaling condition at infinity:

H1: There exist constants 0 < δ1 ≤ δ2 < 1 and a1, a2 > 0 such that

a1

(
t

s

)2δ1

≤ Ψ0(t)

Ψ0(s)
≤ a2

(
t

s

)2δ2

, t ≥ s ≥ 1 . (5.6)

Then by [5, (15) and Corollary 22], for every R > 0, there exists c = c(R) > 1 such that

c−1 Ψ0(r−1)

rd
≤ j0(r) ≤ c

Ψ0(r−1)

rd
for r ∈ (0, R]. (5.7)

Using (5.1), (5.7) and [24, Lemma 2.7], one can easily see that, there exists r1 > 0 such

that Assumption C1(z0, r0) and Assumption D1(z0, r0) are satisfied for all z0 ∈ Rd and

r0 ≤ (0, r1].

Now we assume, instead of H1, that Ψ0 satisfies the following scaling condition at the

origin:

H2: There exist constants 0 < δ3 ≤ δ4 < 1 and a3, a4 > 0 such that

a3

(
t

s

)2δ3

≤ Ψ0(t)

Ψ0(s)
≤ a4

(
t

s

)2δ4

, s ≤ t ≤ 1 . (5.8)
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It follows from [5, Corollary 7] or [15, Theorem 2.2] (see [5, (15)]) and (5.2) that, there exists

c1 > 1 such that

J(x) ≤ γj0(|x|) ≤ cγ
Ψ0(|x|−1)

rd
for x ∈ Rd \ {0}. (5.9)

We now prove a matching lower bound for j0 away from the origin. The proof is similar

to that of [5].

Let Y be the isotropic unimodal Lévy process whose characteristic exponent is Ψ0(|ξ|)
and x → p0

t (|x|) be its transition density. Let ft(r) := P(|Yt|2 > r) for r ≥ 0 and t > 0.

Then, using [5, Lemma 4 and (13)], Lft, the Laplace transform of ft, satisfies that for all

0 < u < v ≤ 1,

Lft(v)

Lft(u)
≤ c2(v/u)−1 1− e−π2tΨ0(

√
v)

1− e−tΨ0(
√
u)
≤ c2(v/u)−1 1− e−π2tΨ0(

√
u)a4(v/u)δ4

1− e−tΨ0(
√
u)

≤ c3(v/u)δ4−1.

Thus, by [22, Proposition 2.3] and [5, Lemma 4],

P(|Yt| ≥ r) = ft(r
2) ≥ c4Lft(r−2) ≥ 2c5(1− e−tΨ∗0(1/r)), r ≥ 1. (5.10)

Let a ≥ 2. Since r → p0
t (r) is decreasing, we have

p0
t (r) ≥

P(r ≤ |Yt| < ar)

|B(0, ar) \B(0, r)|
=

c6

ad − 1
r−d(P (|Yt| ≥ r)− P(|Yt| ≥ ar)). (5.11)

Let r ≥ 1 and tΨ∗0(1/r) ≤ 1. Using (5.10), the inequality s/2 ≤ 1 − e−s ≤ s for s ∈ (0, 1],

and [5, Corollary 6], we get

P(|Yt| ≥ r)− P(|Yt| ≥ ar) ≥ c5tΨ
∗
0(1/r)− 2e

e− 1
(2d+ 1)tΨ∗0(1/ar)

≥ c5tΨ
∗
0(1/r)(1− c7

Ψ∗0(1/ar)

Ψ∗0(1/r)
). (5.12)

Choose a ≥ 2 large enough so that for ar ≥ 1,

c7
Ψ∗0(1/ar)

Ψ∗0(1/r)
≤ c7a

−1
3 κ−2δ3 ≤ 1

2
. (5.13)

Then, combining (5.11)–(5.13), we obtain

p0
t (r) ≥ c8tΨ

∗
0(1/r)r−d, r ≥ 1/a, tΨ∗0(1/r) ≤ 1,

which, together with (5.2) and the fact that J is the weak limit of p0
t , implies

J(x) ≥ γ−1j0(|x|) ≥ c9
Ψ0(|x|−1)

|x|d
for |x| ≥ 1. (5.14)

Hence, C2(z0, r0) is valid.
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If d ≥ 3, by [14, (14) and p. 26], the Green function G(x) of X has the following upper

bound: ∫
B(0,r)

G(x)dx ≤ c10

Ψ0(r−1)
.

We further assume that there exists a positive constant c11 > 1 and a non-increasing function

r → G0(r) such that

c−1
11 G0(|x|) ≤ G(x) ≤ c11G0(|x|), x ∈ Rd. (5.15)

Then we have that for all x ∈ Rd,

G(x) ≤ c11G0(|x|) ≤ c12|x|−d
∫
B(0,|x|)

G0(|y|)dy

≤ c12c11|x|−d
∫
B(0,|x|)

G(y)dy ≤ c12c13c10

|x|dΨ0(|x|−1)
. (5.16)

It follows immediately from (5.9), (5.14) and (5.16) (when d ≥ 3) that C2(z0, r0) and

D2(z0, r0) are satisfied for all z0 ∈ Rd and all r0 ≥ 1. We remark here that, by [20, Lemma

3.3], the upper bound G(x) ≤ c
|x|dΨ0(|x|−1)

holds for d > 2δ4 when X is a subordinate Brownian

motion whose Laplace exponent φ is a complete Bernstein function and that ξ 7→ φ(|ξ|2)

satisfies Assumption H2.

Using Assumption H2 and the explicit form of the the generator, one can easily check that

Assumption B2-b(z0, r0) is also satisfied for all z0 ∈ Rd and all r0 ≥ 1 (e.g. see [23, (3.4)]).

Thus, under the assumptions above, B2-a(z0, r0), B2-b(z0, r0), C2(z0, r0) and D2(z0, r0) all

hold.

Suppose that α ∈ (0, 2). The subordinate Brownian motion in Rd via a subordinator with

Laplace exponent φ(λ) = log(1 + λα/2) is called a geometric α-stable process. Let φ(1)(λ) =

log(1 + λα/2). For n > 1, let φ(n)(λ) = φ(1)(φ(n−1)(λ)). A subordinate Brownian motion in

Rd via a subordinator with Laplace exponent φ(n) is called an n-iterated geometric α-stable

process. It is clear that geometric α-stable and n-iterated geometric α-stable processes

satisfy condition H2 and (5.15) and, again by [20, Lemma 3.3], for d > 2α the upper bound

G(x) ≤ c(n)
|x|dφ(n)(|x|−2)

holds. Hence, for the geometric α-stable and n-iterated geometric α-

stable processes, B2-a(z0, r0), B2-b(z0, r0), C2(z0, r0) and D2(z0, r0) all hold.

Example 5.2 Suppose that α ∈ (0, 2), d ≥ 2 and that X = (Xt,Px) is a strictly α-stable

process in Rd. Let S be the unit sphere S = {x ∈ Rd : |x| = 1}. For α ∈ (0, 1), X is strictly

α-stable if and only if X is a Lévy process with Lévy exponent

Ψ(ξ) =

∫
S

λ(dθ)

∫ ∞
0

(1− eirθ·ξ)r−1−αdr

for some finite measure λ on S. For α = 1, X is strictly α-stable if and only if X is a Lévy

process with Lévy exponent

Ψ(ξ) =

∫
S

λ(dθ)

∫ ∞
0

(1− eirθ·ξ + irθ · ξ1(0,1])r
−2dr + iγ · ξ
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for some γ ∈ Rd and some finite measure λ on S satisfying
∫
S
θλ(dθ) = 0. For α ∈ (1, 2), X

is strictly α-stable if and only if X is a Lévy process with Lévy exponent

Ψ(ξ) =

∫
S

λ(dθ)

∫ ∞
0

(1− eirθ·ξ + irθ · ξ1(0,1])r
−1−αdr

for some finite measure λ on S.

It follows from [27] that every semipolar set of X is a polar set. We will assume that λ has

a density with respect to the surface measure σ on S which is bounded between two positive

numbers. Since X is a a strictly α-stable process, it automatically satisfies Assumption A.

Let Φ(r) = rα. By our assumption, it is obvious that Assumptions C, and C1(z0, r0) and

C2(z0, r0) are satisfied for all z0 ∈ Rd and r0 ∈ (0,∞). It follows from [31, (4.3)] that

D1(z0, r0) and D2(z0, r0) are satisfied for all z0 ∈ Rd and r0 ∈ (0,∞). Since the generators

of X and its dual can be written out explicitly, one can easily check that Assumptions B,

B1-a(z0, r0), B1-b(z0, r0), B1-c(z0, r0), B2-a(z0, r0) and B2-b(z0, r0) are satisfied for all

z0 ∈ Rd and r0 ∈ (0,∞).

Example 5.3 Suppose that (X, d,m) is an unbounded Ahlfors regular n-space for some

n > 0. Assume that d is uniformly equivalent to the shortest-path metric in X. Suppose

that there is a diffusion process Z with a symmetric, continuous transition density pZt (x, y)

satisfying the following sub-Gaussian bounds

c1

tn/dw
exp

(
−c2

(
(d(x, y)dw

t

)1/(dw−1)
)
≤ pZt (x, y)

≤ c3

tn/dw
exp

(
−c4

(
(d(x, y)dw

t

)1/(dw−1)
)
, (5.17)

for all x, y ∈ X and t > 0. Here dw ≥ 2 is the walk dimension of the space X. Let T

be a subordinator, independent of Z, with Laplace exponent φ. We define a process X by

Xt = ZTt . Then X is a symmetric Feller process and Assumption A is clearly satisfied.

In this example, we will assume that the Laplace exponent φ is a complete Bernstein

function satisfying the following assumption:

H: There exist constants 0 < δ1 ≤ δ2 < 1 and a1, a2 > 0 such that

a1

(
t

s

)δ1
≤ φ(t)

φ(s)
≤ a2

(
t

s

)δ2
, t ≥ s > 0 . (5.18)

Under this condition, by using [22, Corollary 2.4 and Proposition 2.5] and repeating the

argument of [22, Lemmas 3.1–3.3] we obtain that that the jumping intensity J of X satisfies

J(x, y) � d(x, y)−nφ(d(x, y)−dw), x, y ∈ X

and that, when 2δ2 < n/dw, X is transient and its Green function G satisfies

G(x, y) � d(x, y)−n(φ(d(x, y)−dw))−1, x, y ∈ X.
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Using these, one can easily see that Assumptions C, and C1(z0, r0), C2(z0, r0), D1(z0, r0)

and D2(z0, r0) are satisfied for all z0 ∈ X and r0 ∈ (0,∞). By using [7, Proposition A.3]

and repeating the argument of [7, Corollary A.4], one can easily show that Assumptions B,

B1-a(z0, r0), B1-b(z0, r0), B1-c(z0, r0), B2-a(z0, r0) and B2-b(z0, r0) are satisfied for all

z0 ∈ X and r0 ∈ (0,∞).

Example 5.4 Suppose that T is a subordinator with Laplace exponent φ. In this example,

we will assume that the Laplace exponent φ is a complete Bernstein function satisfying the

assumption H in the previous example.

Suppose that W is a Brownian motion in Rd, independent of T , with generator ∆. The

process X defined by Xt = WTt is a subordinate Brownian motion. X is a symmetric Lévy

process with Lévy exponent φ(|ξ|2) and its Lévy density is given by J0(x) = j0(|x|) with

j0(r) =

∫ ∞
0

(4πt)−d/2e−
r2

4t µ(t)dt, r > 0,

where µ(t) is the Lévy density of T . It follows from [22, Theorem 3.4] that

j0(r) � r−dφ(r−2), r > 0. (5.19)

Suppose that k(x, y) is a symmetric function on Rd ×Rd which is bounded between two

positive constants. The symmetric form (E , C2
c (Rd)) on L2(Rd) defined by

E(f, g) =

∫
Rd

∫
Rd

(f(x)− f(y))(g(x)− g(y))k(x, y)j0(|x− y|)dxdy

is closable, and so its minimal extension (E ,F) is a regular Dirichlet form. Let X be the

symmetric Markov process on Rd associated with (E ,F). It follows from [11] that X is a

conservative Feller process and it admits a transition density p(t, x, y) satisfying the following

estimates: for all (t, x, y) ∈ (0,∞)× Rd × Rd,

c−1
(
Φ−1(t)d ∧ (tj0(|x− y|))

)
≤ p(t, x, y) ≤ c

(
Φ−1(t)d ∧ (tj0(|x− y|))

)
, (5.20)

where Φ−1 is the inverse of the function

Φ(r) =
1

φ(r−2)
, r > 0.

When d > 2δ2, X is transient and its Green function G(x, y) satisfies

G(x, y) � 1

|x− y|dφ(|x− y|−2)
, x 6= y ∈ Rd.

If we further assume that the first partial derivatives of k are bounded and continuous

on Rd × Rd, then for f ∈ C2
c (Rd), the generator A of X admits the following expression

Af(x) =

∫
Rd

(f(x+ y)− f(x)− y · ∇f(x)1|y|<1)k(x, x)j0(|y|)dy
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+

∫
Rd

(f(x+ y)− f(x))(k(x, x+ y)− k(x, x))j0(|y|)dy. (5.21)

Using (5.19)–(5.21), one can easily check that Assumptions A B, B1-a(z0, r0), B1-

b(z0, r0), B1-c(z0, r0), B2-a(z0, r0), B2-b(z0, r0), C, C1(z0, r0), C2(z0, r0), D1(z0, r0) and

D2(z0, r0) are satisfied for all z0 ∈ Rd and r0 ∈ (0,∞).

6 Limit of Green functions at regular boundary points

Suppose that D ⊂ X is an open set. In this section, we will prove that, under some as-

sumptions, the Green function GD(x, y) of XD approaches zero when x approaches a point

z ∈ ∂D which is regular for Dc with respect to X.

Proposition 6.1 Suppose that X is a Hunt process on X satisfying both the Feller and the

strong Feller property. If z is a regular boundary point of D and f is a bounded Borel function

on Dc which is continuous at z, then

lim
D3x→z

Ex [f(XτD); τD <∞] = f(z).

Proof. Note that, since z is a regular boundary point, Pz(τD = 0) = 1. By [12, Lemma 3],

for every s > 0,

lim sup
x→z

Px(τD > s) ≤ Pz(τD > s) = 0.

Thus, for every s > 0,

lim
x→z

Px(τD > s) = 0. (6.1)

In particular, limx→z Px(τD <∞) = 1. Thus it is enough to show that,

lim
D3x→z

Ex [|f(XτD)− f(z)| : τD <∞] < ε (6.2)

for arbitrary ε > 0.

Given ε > 0, choose δ > 0 such that

|f(w)− f(z)| ≤ ε

2
, for every w ∈ B(z, δ).

Now we have for every s > 0 and x ∈ B(z, δ/2),

Ex [|f(XτD)− f(z)| : τD <∞]

= Ex
[
|f(XτD)− f(z)| : τD < τB(z,δ)

]
+ Ex

[
|f(XτD)− f(z)| : τB(z,δ) ≤ τD <∞

]
≤ ε

2
Px(τD < τB(z,δ)) + 2‖f‖∞Px(τB(z,δ) ≤ s or s < τD)

≤ ε

2
+ 2‖f‖∞(Px(τB(z,δ) ≤ s) + Px(s < τD)).

23



It follows from [12, Lemma 2] that there exists an s > 0 such that

sup
x∈B(z,δ/2)

Px(τB(z,δ/2) ≤ s) ≤ ε

4‖f‖∞
.

Using (6.1), we get

lim
D3x→z

Ex [|f(XτD)− f(z)| : τD <∞] < ε+ 2‖f‖∞ lim
D3x→z

Px(s < τD) = ε.

We have proved (6.2). 2

The following result will be used in [25].

Proposition 6.2 Suppose that X is a Hunt process on X satisfying both the Feller and the

strong Feller property and that for all Greenian open sets V , x 7→ GV (x, y) is continuous in

V \ {y}. If D ⊂ X is an open set, z1 ∈ ∂D is regular for Dc and there exists r0 > 0 such

that D ∪B(z1, r0) is Greenian, then for all y ∈ D,

lim
D3x→z1

GD(x, y) = 0.

Proof. Fix y ∈ D and choose r1 ≤ r0/2 small enough so that y ∈ B(z1, 4r1)c ∩ D. Let

U1 = D ∪ B(z1, r1) and U2 = D ∪ B(z1, 2r1) which are both Greenian. Then, by our

assumption, x 7→ GUi(x, y) are continuous in Ui \ {y}.
By the strong Markov property we have

GD(x, y) = GU1(x, y)− Ex[GU1(XτD , y)].

The function w 7→ GU1(w, y) is bounded on Dc. Indeed, using domain-monotonicity of Green

functions and continuity of GU2(·, y) on U2 \ {y},

sup
w∈Dc

GU1(w, y) ≤ sup
w∈B(z1,r1)

GU1(w, y) ≤ sup
w∈B(z1,r1)

GU2(w, y) <∞.

Since x 7→ GU1(x, y) is continuous at z1, by Proposition 6.1, we have

lim
D3x→z1

GD(x, y) = GU1(z, y)− lim
D3x→z1

Ex[GU1(XτD , y)] = 0.

2

The following result is quite general.

Proposition 6.3 Suppose that X is a Hunt process on X satisfying both the Feller and the

strong Feller property.

(a) If U ⊂ X is open and u is a bounded Borel function on U c, then the function x 7→
Ex[u(XτU ); τU <∞] is continuous in U .
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(b) Assume further that X satisfies the Harnack principle in the sense that, for any z1,

there exists r0 > 0 and c > 0 such that for every r ∈ (0, r0) and every function u which is

nonnegative on X and harmonic in B(z1, r) with respect to X, it holds that

u(x) ≤ cu(y), x, y ∈ B(z1, r/2).

Then, if h is a nonnegative function on X which is harmonic in an open set D ⊂ X with

respect to X, then h is continuous in D.

Proof. Part (a) follows from [28, Theorem 3.4]. Note that although [28, Theorem 3.4] is

stated for the case X = Rd, the argument there works generally. Now one can repeat the

argument after [24, Theorem 2.1] to get the conclusion of (b). 2

Corollary 6.4 Suppose that X is a Hunt process on X satisfying both the Feller and the

strong Feller property and X satisfies the Harnack principle. Assume that D ⊂ X is an

open set, that z1 ∈ ∂D is regular for Dc and there exists r0 > 0 such that D ∪ B(z1, r0) is

Greenian. Then for all y ∈ D,

lim
D3x→z1

GD(x, y) = 0.

We now weaken the Greenian assumption.

Proposition 6.5 Suppose that X satisfies Assumption A and that, for every z1 ∈ X, there

is r0 > 0 such that the conclusion of Corollary 4.2 (BHP) holds. Assume that D ⊂ X is an

open Greenian set, that z1 ∈ ∂D is regular for Dc and the open balls B(z1, r) are Greenian

for all r > 0. Then for all y ∈ D,

lim
D3x→z1

GD(x, y) = 0.

Proof. Fix y ∈ D and let r1 = 2d(z1, y) and U = D ∩ B(z1, r1) which is Greenian. By the

strong Markov property we have

GD(x, y) = GU(x, y) + Ex[GD(XτU , y)].

The BHP assumption implies that X satisfies the Harnack principle. Moreover, the open set

U ∪B(z1, r1) = B(z1, r1) is Greenian. Therefore we can apply Corollary 6.4 and get

lim
D3x→z1

GU(x, y) = lim
U3x→z1

GU(x, y) = 0.

Define

w(x) = Px[XτU ∈ U c \B(z1, r1); τU <∞], x ∈ U.

It follows from Proposition 6.1 that

lim
U3x→z1

w(x) = 0. (6.3)
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Note that x→ Ex[GD(XτU , y)] and w are both regular harmonic in U , vanish in B(z1, r1) ∩
(U

c ∪ U reg). Now we can combine (6.3) with the BHP to get

lim
U3x→z1

Ex[GD(XτU , y)] = 0.

Therefore

lim
D3x→z1

GD(x, y) = lim
U3x→z1

GU(x, y) + lim
U3x→z1

Ex[GD(XτU , y)] = 0.

2

7 Appendix

In this section we present the proof of Theorem 4.1. Throughout this section, z0 is a

fixed point in X. We will always assume in this section that, in addition to A, B and

C, the assumptions (2.1), (4.1), (2.3), B1-a(z0, r0), B1-b(z0, r0), B1-c(z0, r0), C1(z0, r0)

and D1(z0, r0) hold true for some r0 ∈ (0, R0]. Recall that n0 is the natural number in (4.1)

. In the next result we understand r0/(2n0) to be ∞ if r0 =∞.

Proposition 7.1 There exists a constant c = c(z0, r0) > 0 such that for all r < r0/(2n0)

and all x ∈ B(z0, r), ExτB(z0,r) ≤ cΦ(r).

Proof. Let r < r0/(2n0), denote B = B(z0, r) and let F (t) := Px(τB > t). First note that

if y ∈ B, then by C1(z0, r0), j(y, z) ≥ c1j(z0, z) for all z ∈ A(z0, 2r, 2n0r). Hence,

J(y,X \B) ≥ J(y, A(z0, 2r, 2n0r)) ≥ c1J(z0, A(z0, 2r, 2n0r)) .

In the same way as in [7, Proposition 2.1], −F ′(t) ≥ c1J(z0, A(z0, 2r, 2n0r)), implying that

F (t) ≤ exp{−tc1J(z0, A(z0, 2r, 2n0r)}. Hence,

ExτB(z0,r) ≤
(
c1J(z0, A(z0, 2r, 2n0r))

)−1
. (7.1)

By using C1(z0, r0) and the monotonicity of V and Φ in the first line, (2.1) and (2.3) in the

second line, (4.1) in the third, we get

J(z0, A(z0, 2r, 2n0r)) =

∫
A(z0,2r,2n0r)

j(z0, z)m(dz) ≥
∫
A(z0,2r,2n0r)

c2

V (n0r)Φ(n0r)
m(dz)

≥
∫
A(z0,2r,2n0r)

c3

V (2r)Φ(r)
m(dz) ≥ c3

Φ(r)

(
V (2n0r)

V (2r)
− 1

)
≥ c4

Φ(r)
.

Together with (7.1) this proves the claim. 2
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Let a ∈ (1/2, 1). For each r < r0, we consider a function ϕ(r) ∈ D(B(z0, ar), B(z0, r)),

and let V (r) = {x ∈ X : ϕ(r)(x) > 0}. Note that, by choosing ϕ(r) appropriately, we can

achieve that δ(r) := supx∈X max
(
Aφ(r)(x), Âφ(r)(x)

)
≤ c/Φ(r), where c = c(z0, r0, a) is the

constant in assumption B1-a(z0, r0).

In what follows, our analysis and results are valid for all r < r0 with constants depending

on a ∈ (1, 2), but not on r. To ease the notation in the remaining part of the section we

drop the superscript r from ϕ(r) and V (r) and write simply ϕ and V .

Let

ψ(x) =
max(Aϕ(x), Âϕ(x), δ(1− ϕ(x)))

ϕ(x)
, x ∈ X, (7.2)

with the convention 1/0 = ∞. Note that ψ(x) = ∞ for x ∈ V c, and ψ(x) = 0 for x ∈
B(z0, ar).

As in Section 3 we define two right-continuous additive functionals At and Ât as in

(3.2) and define two right-continuous exact strong Markov multiplicative functionals Mt =

exp(−At) and M̂t = exp(−Ât). We consider the semigroup of operators Tψt f(x) = Ex(f(Xt)Mt)

associated with the multiplicative functional M , which is the transition operator of subpro-

cess Xψ of X and the semigroup of operators T̂ψt f(x) = Ex(f(X̂t)M̂t) associated with the

multiplicative functional M̂ , which is the transition operator of subprocess X̂ψ of X̂. Again,

the potential densities of Xψ and X̂ψ satisfy Ĝψ(x, y) = Gψ(y, x) and

Gψ(x, y) ≤ GV (x, y) ≤ GB(z0,r)(x, y), (x, y) ∈ V × V. (7.3)

Let τa = inf {t ≥ 0 : At ≥ a} and

πψf(x) = −Ex
∫

[0,∞)

f(Xt)dMt = Ex
(∫ ∞

0

f(Xτa)e
−ada

)
=

∫ ∞
0

Ex(f(Xτa))e
−ada. (7.4)

Recall from [7, pp. 492–493] that πψf can be written in the following two ways: if f is

nonnegative and vanishes in X \ (B(z0, ar)
c ∩ V ), then

πψf(x) = Gψ(ψf)(x) =

∫
V ∩B(z0,ar)c

Gψ(x, y)ψ(y)f(y)m(dy), x ∈ V, (7.5)

and if f ∈ D(A) vanishes in V then for all x ∈ V ,

πψf(x) = GψAf(x) =

∫
V

Gψ(x, y)Af(y)m(dy)

=

∫
V

Gψ(x, y)

∫
X\V

f(z)j(y, z)m(dz)m(dy)

=

∫
X\V

(∫
V

Gψ(x, y)j(y, z)m(dy)

)
f(z)m(dz). (7.6)
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By Corollary 4.8 of [7], we have

πψ(x, ∂V ) = 0, x ∈ V. (7.7)

By [7, Lemma 4.10], we get that if f is regular harmonic in B(z0, r) with respect to X,

then f(x) = πψf(x) for all x ∈ B(z0, r/2). The main step of the proof is to get the correct

estimate of πψ(x, dy)/m(dy).

Let U be an open subset of V . For any nonnegative or bounded f and x ∈ V we let

πψUf(x) = Ex(f(XτU )MτU−), Gψ
Uf(x) = Ex

∫ τU

0

f(Xt)Mtdt.

Gψ
U admits a density Gψ

U(x, y), and we have Gψ
U(x, y) ≤ GU(x, y), Gψ

U(x, y) ≤ Gψ(x, y). For

any f ∈ D(A) we have

πψUf(x) = Gψ
U(A− ψ)f(x) + f(x), x ∈ V. (7.8)

In particular, by an approximation argument,

πψU(x,E) =

∫
U

Gψ
U(x, y)J(y, E)m(dy), x ∈ U, E ⊆ X \ U. (7.9)

By the definition of ψ, we have that (A− ψ)ϕ(x) ≤ 0 for x ∈ X (and, in particular, for

all x ∈ V ). Thus using (3.8), we have the following.

Lemma 7.2 ([7, Lemma 4.4]) Let U = V ∩B(z0, ar)
c. Then

πψU(x, V \ U) ≤ ϕ(x), x ∈ U. (7.10)

Lemma 7.3 Let b ∈ (1/2, a). There exists a constant c = c(a, b) > 0 such that

Gψ(x, y) ≤ c
Φ(r)

V (r)
ϕ(x), x ∈ V ∩B(z0, br)

c, y ∈ B(z0, r/2) .

Proof. If x ∈ A(z0, br, ar), then ϕ(x) = 1. Thus, by Assumption D1(z0, r0), for x ∈
A(z0, br, ar) ⊂ A(z0, br, r) and y ∈ B(z0, r/2),

Gψ(x, y) ≤ GV (x, y) ≤ GB(z0,r)(x, y) ≤ c1
Φ(r)

V (r)
= c1

Φ(r)

V (r)
ϕ(x),

with c1 = c1(b).

For the remainder of the proof we assume that U := V ∩ B(z0, ar)
c. Let f ≥ 0 be

supported in B(z0, r/2) with
∫
f(w)m(dw) = 1. Then, by the strong Markov property,

Gψf(x) = πψU(Gψf)(x) = πψU(1A(z0,br,ar)
Gψf)(x) + πψU(1B(z0,br)G

ψf)(x) =: I + II.

28



First note that by D1(z0, r0) and (7.3), for y ∈ A(z0, br, ar),

Gψf(y) ≤
∫
B(z0,r/2)

GV (y, w)f(w)m(dw) ≤
∫
B(z0,r/2)

GB(z0,r)(y, w)f(w)m(dw) ≤ c2
Φ(r)

V (r)
.

Thus, combining this with Lemma 7.2 we get

I ≤

(
sup

y∈A(z0,br,ar)

Gψf(y)

)
πψU(x,A(z0, br, ar)) ≤ c2

Φ(r)

V (r)
πψU(x,B(z0, ar)) ≤ c2

Φ(r)

V (r)
ϕ(x).

For II, note that by C1(z0, r0), for every z ∈ B(z0, br),∫
U

Gψ
U(x, y)j(y, z0)m(dy) ≤ c3

∫
U

Gψ
U(x, y)j(y, z)m(dy)

for a constant c3 = c3(a, b). By integrating over the ball B(z0, br), using the doubling

property of V , Lemma 7.2 and (7.9), we obtain that∫
U

Gψ
U(x, y)j(y, z0)m(dy) ≤ c4

V (r)

∫
B(z0,br)

∫
U

Gψ
U(x, y)j(y, z)m(dy)m(dz)

=
c4

V (r)

∫
U

Gψ
U(x, y)

(∫
B(z0,br)

j(y, z)m(dz)

)
m(dy)

=
c4

V (r)
πψU(x,B(z0, br)) ≤

c4

V (r)
ϕ(x) ,

with c4 = c4(a, b). Thus, by using C1(z0, r0) in the third line and the display above in the

last line,

II =

∫
U

Gψ
U(x, y)

∫
B(z0,br)

j(y, z)Gψf(z)m(dz)m(dy)

=

∫
B(z0,br)

Gψf(z)

(∫
U

Gψ
U(x, y)j(y, z)m(dy)

)
m(dz)

≤ c5

∫
B(z0,br)

Gψf(z)

(∫
U

Gψ
U(x, y)j(y, z0)m(dy)

)
m(dz)

≤ c6

V (r)
ϕ(x)

∫
B(z0,br)

Gψf(z)m(dz) .

Finally, by using the dual version of Proposition 7.1,∫
B(z0,br)

Gψf(z)m(dz) ≤
∫
B(z0,r/2)

(∫
B(z0,r)

GV (z, y)m(dz)

)
f(y)m(dy)

≤
∫
B(z0,r/2)

(∫
B(z0,r)

GB(z0,r)(z, y)m(dz)

)
f(y)m(dy)

=

∫
B(z0,r/2)

Êy(τB(z0,r))f(y)m(dy) ≤ c7Φ(r) .

This completes the proof. 2
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Lemma 7.4 There exists a constant c = c(a, z0) > 0 such that for all x ∈ B(z0, r/2),

πψ(x, dy)/m(dy) ≤ cΦ(r)j(z0, y)1B(z0,ar)c
(y) . (7.11)

Proof. Let b := 2a
1+2a

so that b ∈ (1/2, a). First note that ψ vanishes on X \B(z0, ar). Thus

πψ(y,B(z0, ar)) = 0, y ∈ V. (7.12)

Fix x ∈ B(z0, r/2). If f is a non-negative function on X vanishing in X \ (B(z0, ar)
c ∩ V ),

then by (7.5) and the dual version of Lemma 7.3 (together with Gψ(x, y) = Ĝψ(y, x)),

πψf(x) ≤ c1
Φ(r)

V (r)

∫
V ∩B(z0,ar)c

ϕ(y)ψ(y)f(y)m(dy). (7.13)

Since for y ∈ B(z0, ar)
c we have ϕ(y)ψ(y) ≤ c2(Φ(r))−1 by the definition in (7.2), assumption

B1-a(z0, r0) and (4.3) (note that V ∩B(z0, ar)
c ⊂ A(z0, ar, r)), we get

πψf(x) ≤ c3

V (r)

∫
V ∩B(z0,ar)c

f(y)m(dy) ≤ c4Φ(r)

∫
V ∩B(z0,ar)c

j(z0, y)f(y)m(dy) . (7.14)

On the other hand, if g ∈ D(A) vanishes in V then by (7.6),

πψg(x) =

∫
X\V

(∫
V

Gψ(x, y)j(y, z)m(dy)

)
g(z)m(dz). (7.15)

Assume z ∈ X \ V ⊂ B(z0, ar)
c and let

I :=

∫
V ∩B(z0,br)c

Gψ(x, y)j(y, z)m(dy) and II :=

∫
B(z0,br)

Gψ(x, y)j(y, z)m(dy).

We now consider I and II separately.

By the dual versions of Lemma 7.3 and (4.4), and the fact that Âϕ(z) = Ĵϕ(z), for

c4 = c4(a) > 0

I ≤ c4
Φ(r)

V (r)

∫
V ∩B(z0,br)c

ϕ(y)j(y, z)m(dy) = c4
Φ(r)

V (r)
Âϕ(z) ≤ cj(z0, z)Φ(r) . (7.16)

On the other hand, by assumption C1(z0, r0) and (7.3), for c6 = c6(a) > 0

II ≤ c5

∫
B(z0,br)

Gψ(x, y)j(z0, z)m(dy)

≤ c5j(z0, z)

∫
B(z0,r)

GB(z0,r)(x, y)m(dy)

= c5j(z0, z)ExτB(z0,r) ≤ c6j(z0, z)Φ(r) . (7.17)

Hence,

πψg(x) ≤ c7Φ(r)

∫
X\V

j(z0, z)g(z)m(dz) .

Together with (7.14) this proves the lemma. 2
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Corollary 7.5 Let f be a non-negative function on X and x ∈ B(z0, r/2) such that f(x) ≤
Exf(Xτ ) for every stopping time τ ≤ τB(z0,r). Then

f(x) ≤ cΦ(r)

∫
B(z0,ar)c

j(z0, y)f(y)m(dy) , (7.18)

where c = c(a) is the constant from Lemma 7.4.

Proof. Recall from (7.4) that πψf(x) =
∫∞

0
Ex(f(Xτa))e

−ada. Since τa ≤ τV ≤ τB(z0,r), we

have that f(x) ≤ Exf(Xτa), and therefore f(x) ≤ πψf(x). Thus by (7.11),

f(x) ≤
∫
f(y)πψ(x, dy) ≤ cΦ(r)

∫
B(z0,ar)c

j(z0, y)f(y)m(dy) .

2

Lemma 7.6 For any b ∈ (1/2, a) there exists c = c(z0, r0, a, b) > 0 such that for any r < r0

and any open set D ⊂ B(z0, br) we have

Px
(
XτD ∈ A(z0, br, ar)

)
≤ c

Φ(r)
ExτD , x ∈ D ∩B(z0, r/2) .

Proof. Let f ∈ D(A(z0, br, ar), A(z0, r/2, r)). By assumption B1-c(z0, r0), supy∈XAf(y) ≤
c

Φ(r)
with c = c(z0, a, b). By Dynkin’s formula, for x ∈ D ∩B(z0, r/2),

Exf(XτD) = Ex
∫ τD

0

Af(Xt)dt ≤
c

Φ(r)
ExτD .

The claim follows from 1A(z0,br,ar)
≤ f . 2

Proposition 7.7 Let b ∈ (1/2, a). There exists c = c(z0, r0, a, b) > 1 such that for any

r < r0, any open set D ⊂ B(z0, r) and any non-negative function u on X which is regular

harmonic with respect to X in D and vanishes on B(z0, r) ∩
(
D
c ∪Dreg

)
, it holds that

c−1ExτD∩B(z0,br/2)

∫
B(z0,ar/2)c

j(z0, z)u(z)m(dz) ≤ u(x)

≤ ExτD∩B(z0,br/2)

∫
B(z0,ar/2)c

j(z0, z)u(z)m(dz) (7.19)

for all x ∈ D ∩B(z0, r/4).

Proof. Let O := D ∩ B(z0, br/2), D1 := A(z0, br/2, ar/2) and D2 := B(z0, ar/2)c. By the

harmonicity of u,

u(x) = Ex[u(XτO)] = Ex[u(XτO) : XτO ∈ D1] + Ex[u(XτO) : XτO ∈ D2] , x ∈ D. (7.20)
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Since u vanishes on B(z0, r)∩
(
D
c ∪Dreg

)
, it follows that u(y) ≤ Eyu(Xτ ) for every stopping

time τ ≤ τB(z0,r) and every y ∈ B(z0, r) \Dirr. Since Dirr is polar with respect to X, we see

that XτO /∈ Dirr. It follows from Corollary 7.5 and Lemma 7.6 that for all x ∈ D∩B(z0, r/4),

Ex[u(XτO) : XτO ∈ D1] ≤

(
sup

y∈D1\Dirr

u(y)

)
Px(XτO ∈ D1)

≤ c1

Φ(r)
(ExτO)Φ(r/2)

∫
B(z0,a2r)c

j(z0, z)u(z)m(dz) (7.21)

≤ c1ExτO
∫
B(z0,ar/2)c

j(z0, z)u(z)m(dz) (7.22)

with c1 = c1(a, b). On the other hand, by assumption C1(z0, r0), for all x ∈ D ∩B(z0, r/4),

Ex[u(XτO) : XτO ∈ D2] =

∫
B(z0,ar/2)c

∫
O

GO(x, y)j(y, z)m(dy)u(z)m(dz)

�
∫
B(z0,ar/2)c

∫
O

GO(x, y)j(z0, z)m(dy)u(z)m(dz)

= ExτO
∫
B(z0,ar/2)c

j(z0, z)u(z)m(dz). (7.23)

The proposition now follows from (7.20)–(7.23). 2

Lemma 7.8 For any b ∈ (1/2, a) there exists c = c(a, b) > 0 such that for every r <

r0/(4n0), and every open set D ⊂ B(z0, 2r),

ExτD∩B(z0,br) ≤ ExτD ≤ cExτD∩B(z0,br) , x ∈ D ∩B(z0, abr) .

Proof. First note that by the strong Markov property,

ExτD = ExτD∩B(z0,br) + Ex
[
EXτD∩B(z0,br)

τD
]
.

By Proposition 7.1, Lemma 7.6 and doubling property of Φ, for x ∈ D ∩B(z0, abr),

Ex
[
EXτD∩B(z0,br)

τD
]
≤

(
sup
y∈D

EyτD
)
Px
(
XτD∩B(z0,br)

∈ B(z0, br)
c
)

≤ c1Φ(2r)
c2

Φ(br)
ExτD∩B(z0,br) ≤ c3ExτD∩B(z0,br) .

This finishes the proof. 2

Proof of Theorem 4.1 Let a ∈ (1/2, 1) and choose b := 2a
1+2a

so that b ∈ (1/2, a). Let D ⊂
B(z0, r) and let u be a non-negative function on X which is regular harmonic with respect to

X in D and vanishes on B(z0, r)∩
(
D
c ∪Dreg

)
. Since B(z0, r/8) ⊂ B(z0, r/4)∩B(z0, abr/2),

it follows from Proposition 7.7 and Lemma 7.8 that

u(x) � ExτD
∫
B(z0,ar/2)c

j(z0, y)u(y)m(dy) , x ∈ D ∩B(z0, r/8) ,
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with a constant depending on a. 2
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[19] P. Kim, R. Song, Z. Vondraček, Two-sided Green function estimates for killed subordinate
Brownian motions, Proc. London Math. Soc. 104 (2012), 927–958.
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