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Abstract

Time-frequency analysis attempts to study individual functions and func-
tion systems by regarding them as objects that simultaneously “exist” both
in the time domain and the frequency domain. One can even go so far as to
consider the members of the system as being “morally supported” in certain
subsets of the so-called “phase plane”. This viewpoint can help get a better
understanding of the classical systems such as the wavelet system or the
Gabor system, but it also enables us to build a variety of “custom” systems
such as wave packets.

Coming from a different background, singular integral operators are ob-
jects with subtle cancellation properties, which always have to be taken in
consideration when proving any kind of estimates. If one wants to establish
their boundedness by decomposing them using convenient function systems,
then these systems have to respect the same groups of symmetries as the
operator does and thus have to be chosen or built appropriately.

This methodology proved to be useful in general, but it particularly
applies to multilinear integral operators, as they often posses more structural
symmetries than their linear counterparts. This view at the wavelets was
already used by R. R. Coifman and Y. F. Meyer in the study of linear and
multilinear Calderón-Zygmund operators, while wave packet decompositions
were applied by M. T. Lacey and C. M. Thiele to the more involved bilinear
Hilbert transform and to the Carleson operator.
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ABSTRACT

The goal of this course is to formalize and clarify the above connection
between combinatorially/geometrically nontrivial time-frequency construc-
tions and singular integral operators, which have become standard objects
in harmonic analysis. The emphasis will be given on applying the former to
prove Lp estimates for the latter. The course will be more inclined towards
the prototypical examples of singular integral operators, both classical and
the recent ones, than the most general classes of objects they belong to.
Detailed proofs of boundedness will be presented for some of these exam-
ples, with remarks on how the same technique can be modified to handle
the corresponding classes of operators.
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Chapter 1

The phase plane and function

systems

In this chapter we introduce (both heuristically and rigorously) the fundamental
notion of the phase plane, also known as the time-frequency plane. Moreover, we
give an overview of the most classical systems of functions, emphasizing the phase
plane viewpoint. Several comments on how one could build more complicated
custom systems are also given. Finally, we present methodologically very useful
finite group models of the Fourier analysis.

1.1 The Fourier transform

The Fourier transform is one of the most important transformations in analysis.
The reader has probably already met this concept in one form or another, but we
review it for the completeness.

In the initial definition one takes an integrable function f : Rn → C and defines
a new function Ff = f̂ : Rn → C by the formula

f̂(ξ) :=

∫

Rn

f(x)e−2πix·ξdx, ξ ∈ R
n. (1)

Here x · ξ denotes the standard scalar product of vectors x, ξ ∈ Rn and the in-
tegration is performed with respect to the Lebesgue measure on R

n. When the
dimension n equals 1, it is customary to think of f as a sort of “signal” evolving in
time. In that case f̂(ξ) is simply an inner product of f with the pure exponential
e2πixξ having “frequency” ξ and can thus be interpreted as a numerical contribu-
tion of that frequency in the composition of the overall signal. The main usefulness
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1. THE PHASE PLANE AND FUNCTION SYSTEMS 1.1. THE FOURIER TRANSFORM

of the Fourier transform is in the fact that it switches the viewpoint, emphasizing
completely different properties of the function f , while one can still interchange f
and f̂ easily.

For the purpose of inverting the above operation we also introduce the inverse
Fourier transform F−1f = f̌ : Rn → C by an almost identical formula

f̌(x) :=

∫

Rn

f(ξ)e2πix·ξdξ = f̂(−x), x ∈ R
n.

The well-known Fourier inversion formula states that

(f̂ )̌ = (f̌ )̂ = f a.e. (2)

whenever f, f̂ ∈ L1(Rn), thus justifying the term “inverse”. By the Riemann-
Lebesgue lemma the Fourier transform f 7→ f̂ is a well-defined and bounded linear
operator F : L1(Rn) → C0(R

n), where C0(R
n) denotes the space of continuous

functions g : Rn → C vanishing at infinity, i.e. lim|x|→∞ |g(x)| = 0. Yet another
classical result enables the L2-theory of the Fourier transform.

Theorem 1 (The Plancherel theorem). If f ∈ L1(Rn) ∩ L2(Rn), then f̂ , f̌ ∈
L2(Rn). Furthermore,

F|L1(Rn)∩L2(Rn) : L1(Rn) ∩ L2(Rn) → L2(Rn)

can be uniquely extended to a unitary isomorphism from L2(Rn) to L2(Rn) (denoted
again by F) and the same holds for F−1|L1(Rn)∩L2(Rn). The inverse operator (which
is also the Hermitian adjoint) of

F : L2(Rn) → L2(Rn)

is precisely
F−1 : L2(Rn) → L2(Rn).

Explicit consequences of Theorem 1 are

〈f̂ , ĝ〉L2(Rn) = 〈f, g〉L2(Rn) and ‖f̂‖L2(Rn) = ‖f‖L2(Rn)

for f, g ∈ L2(Rn), where 〈f, g〉L2(Rn) :=
∫
Rn f(x)g(x)dx denotes the standard inner

product. Detailed proofs of the above results can be found in many classical texts
on real harmonic analysis, such as [11] and [28].

Using the so-called complex interpolation of Lp spaces it immediately follows
that the Fourier transform is a contraction from Lp(Rn) to Lq(Rn), where 1 < p < 2
and q = p

p−1
is its conjugated exponent. A significantly more difficult result gives

the exact operator norm of this transformation.
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1. THE PHASE PLANE AND FUNCTION SYSTEMS 1.1. THE FOURIER TRANSFORM

Theorem 2 (The Babenko-Beckner inequality). Let p and q be conjugated expo-
nents and 1 ≤ p ≤ 2. For any f ∈ Lp(Rn) one has

∥∥f̂
∥∥
Lq(Rn)

≤
(p1/p
q1/q

)n/2

‖f‖Lp(Rn).

The equality is attained for Gaussian functions.

Particular case of even integers q was first established by K. I. Babenko, while
the actual theorem was first shown by W. Beckner [2]. We have stated it more
as a curiosity than something we will need in the later discussion. By a rather
general principle of Littlewood, one can show that the Fourier transform does not
map Lp(Rn) into Lq(Rn) when p > 2.

There are many elegant and useful generalizations of the Fourier transform;
only some will be mentioned (rather briefly) in these lectures. One can study
functions on a locally compact abelian group G equipped with its Haar measure.
The exponentials are then replaced by the so-called characters of G and the Fourier
transform yields functions defined on the dual group Ĝ. All of the above results
translate to that setting as well, see [13]. This approach unifies the Fourier trans-
form on Rn with the theory of (multiple) Fourier series on the n-dimensional torus
Tn and the various fast Fourier transforms on finite abelian groups. The study
of Fourier analysis on nonabelian groups is significantly different and falls into
the realm of representation theory. Another direction for generalizing the Fourier
transform is to regard it as an operator on tempered distributions; the basics can
be found in [11]. This is particularly useful in the study of linear partial differen-
tial equations. On the other hand, nonlinear PDEs require its nonlinear variants,
called the scattering transforms.

∗∗ ∗

Much more useful for us will be the symmetry properties of the Fourier trans-
form, i.e. its relationship to the (mostly geometric) transformations of the ambient
space Rn. We begin by defining several basic operators on the Hilbert space L2(R):

• the translation by y ∈ Rn, defined as (Tyf)(x) := f(x− y), x ∈ Rn,

• the modulation by η ∈ Rn, defined as (Mηf)(x) := e2πix·ηf(x), x ∈ Rn,

• the dilation by r ∈ R \ {0}, defined as (Drf)(x) := |r|−n/2f(r−1x), x ∈ R
n.
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1. THE PHASE PLANE AND FUNCTION SYSTEMS 1.1. THE FOURIER TRANSFORM

If one takes an orthogonal transformation S on Rn, then one can consider the
rotation operator,

(RSf)(x) := f(S−1x), x ∈ R
n.

We can also introduce a slightly less standard quadratic modulation by r ∈ R as

(Qrf)(x) := eπir|x|
2

f(x), x ∈ R
n,

which will be mentioned a bit later in the particular case n = 1. All of the
mentioned operators are unitary isometries of L2(Rn) with rather clear inverses.

Proposition 3. One has

FTy = M−yF , FMη = TηF , FDr = Dr−1F , FRS = RSF ,

i.e.

(Tyf )̂ = M−yf̂ , (Mηf )̂ = Tηf̂ , (Drf )̂ = Dr−1 f̂ , (RSf )̂ = RS f̂

for any y, η, r, and S as before.

Proof. By Theorem 1 both sides of each of the four equalities are continuous linear
operators on the space L2(R), so it is enough to prove these identities on a dense
subspace L1(R) ∩ L2(R), on which the defining formula for the Fourier transform
(1) applies.

(Tyf )̂(ξ)=

∫

Rn

f(x− y)e−2πix·ξdx=

∫

Rn

f(x)e−2πi(x+y)·ξdx= f̂(ξ)e−2πiy·ξ =(M−yf̂)(ξ)

(Mηf )̂(ξ) =

∫

Rn

f(x)e2πix·ηe−2πix·ξdx = f̂(ξ − η) = (Tη f̂)(ξ)

(Drf )̂(ξ)=

∫

Rn

|r|−n/2f(r−1x)e−2πix·ξdx =
[ z = r−1x
dx = |r|ndz

]
= |r|n/2f̂(aξ) = (Dr−1 f̂)(ξ)

(RSf )̂(ξ)=

∫

Rn

f(S−1x)e−2πix·ξdx =

[
z = S−1x
dx = dz

Sz · ξ = z · S−1ξ

]
= f̂(S−1ξ) = (RS f̂)(ξ)

Informally speaking, the Fourier transform interchanges translations and mod-
ulations, inverts the scale of dilations, and is invariant under rotations.
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1. THE PHASE PLANE AND FUNCTION SYSTEMS 1.2. THE UNCERTAINTY PRINCIPLE

1.2 The uncertainty principle

It is fair to remark that the results in this section are not strictly logically needed
in the rest of the chapter, but rather motivate all of the following material.

Rather heuristic ideas of W. Heisenberg in quantum mechanics were mathe-
matically formalized by E. H. Kennard, H. Weyl, and H. P. Robertson. That way
the uncertainty principle becomes a generic name for any result saying that f and
f̂ cannot be “well-localized” simultaneously, possibly under certain conditions im-
posed on f . Figuratively speaking, the signal cannot be too well localized both in
time and frequency. Several results in this section and some results mentioned in
Section 1.4 will provide rigorous formulations of this claim.

For simplicity we confine ourselves to one dimension. Here is a question that
comes up naturally after the material presented in the previous section: Is there
a nontrivial (meaning not a.e. equal to zero) function ϕ ∈ L2(R) such that both
ϕ and ϕ̂ vanish outside a compact set? If such a function ϕ existed, it could
be translated and modulated and it would make an ideal “building block” for
generating perfectly localized systems of functions. Unfortunately, the answer to
the above question is negative.

Theorem 4 (The qualitative uncertainty principle). If ϕ ∈ L2(R) is a function
such that ϕ and ϕ̂ have compact supports, then ϕ = 0 a.e.

Proof. Since a compactly supported L2-function is also integrable, we known that
ϕ, ϕ̂ ∈ L1(R) and we can use the Fourier inversion formula. From (2) we see that
f is a.e. equal to a continuous function (f̂ )̌, so we can freely assume that f itself
is a continuous function.

Define F : C → C by

F (ζ) :=

∫ b

a

ϕ(x)e−2πixζdx,

where [a, b] is any interval containing the support of ϕ. Clearly, F is a continuous
function. In order to show that F is holomorphic we take an arbitrary closed
piecewise C1 contour C in the complex plane. By Cauchy’s integral theorem and
the fact that the exponential function is holomorphic we have

∮
C
e−2πitζdζ = 0.

Interchanging integrals we get

∮

C

F (ζ)dζ =

∫ b

a

ϕ(x)
(∮

C

e−2πixζdζ
)
dx = 0.

By Morera’s theorem F must be an entire function.
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1. THE PHASE PLANE AND FUNCTION SYSTEMS 1.2. THE UNCERTAINTY PRINCIPLE

Recall that F vanishes on a real half-line [b,+∞), so by the uniqueness theorem
for holomorphic functions F must be equal to 0 on the whole C. Since its restriction
to the real line is precisely ϕ̂, we have just showed ϕ̂ = 0. Invoking the Fourier
inversion formula (2) once again we conclude ϕ = 0.

The next reasonable thing to try is to investigate a quantitative limit to which
ϕ and ϕ̂ can be simultaneously localized.

Theorem 5 (The quantitative (Kennard’s) uncertainty principle). For a function
ϕ ∈ L2(R) such that ‖ϕ‖L2 = 1 and for any x0, ξ0 ∈ R one has

(∫

R

(x− x0)
2|ϕ(x)|2dx

)(∫

R

(ξ − ξ0)
2|ϕ̂(ξ)|2dξ

)
≥ 1

16π2
.

We allow the left hand side to be infinite, in which case the inequality is trivial.

Proof. It is enough to prove the inequality for Schwartz functions ϕ ∈ S(R), be-
cause the general case then follows by standard approximation arguments. Con-
sider another function

ψ := M−ξ0T−x0
ϕ, i.e. ψ(x) = e−2πixξ0ϕ(x+ x0).

Proposition 3 gives

ψ̂ = T−ξ0Mx0
ϕ̂, i.e. ψ̂(ξ) = e2πix0(ξ+ξ0)ϕ̂(ξ + ξ0).

Substituting z = x− x0 and ζ = ξ − ξ0 the desired inequality becomes

(∫

R

z2|ψ(z)|2dz
)(∫

R

ζ2|ψ̂(ζ)|2dζ
)
≥ 1

16π2
.

Introduce the two operators on Schwartz functions:

• the position operator X, defined as (Xf)(x) := xf(x),

• the momentum operator D, defined as (Df)(x) := 1
2πi
f ′(x).

They are interchanged by the Fourier transform:

(Df )̂ = Xf̂ , i.e. (Df )̂(ξ) = ξf̂(ξ),
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1. THE PHASE PLANE AND FUNCTION SYSTEMS 1.2. THE UNCERTAINTY PRINCIPLE

because integration by parts gives

(Df )̂(ξ) =

∫

R

1

2πi
f ′(x)e−2πixξdx = −

∫

R

1

2πi
f(x)

( d

dx
e−2πixξ

)
dx

= ξ

∫

R

f(x)e−2πixξdx = ξf̂(ξ).

Observe that by the Plancherel identity we actually need to show

‖Xψ‖L2(R)‖Dψ‖L2(R) ≥
1

4π
. (3)

Let us also observe that

DX − XD =
1

2πi
I,

which is just a concise way of writing

2πi(DX − XD)f(x) =
d

dx
(xf(x)) − xf ′(x) = f(x).

Moreover, X and D are clearly self-adjoint, in the sense that

〈Xf, g〉L2(R) = 〈f,Xg〉L2(R) and 〈Df, g〉L2(R) = 〈f,Dg〉L2(R)

for any f, g ∈ S(R). Let us expand out a nonnegative quadratic quantity

‖(αX + iD)ψ‖2L2(R)

for any α ∈ R.

‖(αX + iD)ψ‖2L2(R) = α2〈Xψ,Xψ〉L2(R) + αi〈ψ, (DX−XD)ψ〉L2(R) + 〈Dψ,Dψ〉L2(R)

= α2‖Xψ‖2L2(R) −
α

2π
‖ψ‖2L2(R) + ‖Dψ‖2L2(R).

Since this quadratic function in α is nonnegative, we know that its discriminant
has to be nonpositive, so finally

1
4π2‖Dψ‖4L2(R) − 4‖Xψ‖2L2(R)‖Dψ‖2L2(R) ≤ 0,

which easily transforms into (3).
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1. THE PHASE PLANE AND FUNCTION SYSTEMS 1.2. THE UNCERTAINTY PRINCIPLE

Observe that condition ‖ϕ‖L2 = 1 can be restated as

∫

R

|ϕ(x)|2dx =

∫

R

|ϕ̂(ξ)|2dξ = 1,

so |ϕ|2 and |ϕ̂|2 are densities of two absolutely continuous probability distributions.
Theorem 5 gives the strongest inequality when

x0 =

∫

R

x |ϕ(x)|2 dx, ξ0 =

∫

R

ξ |ϕ̂(ξ)|2 dξ,

i.e. x0 and ξ0 are the expectations of these distributions, while the theorem itself
gives the lower bound for the product of their variances:

Var(|ϕ|2)Var(|ϕ̂|2) ≥ 1

16π2
.

Exercise 1. Prove that the inequality in Theorem 5 becomes an equality if and
only if ϕ is a modulated Gaussian function of the form

ϕ(x) = c
4
√

2r e−πr(x−x0)2e2πixξ0

for some parameters r > 0 and c ∈ C, |c| = 1.
Hint : For such an extremizer ϕ the function ψ from the above proof must satisfy
an ordinary differential equation αxψ(x) + 1

2π
ψ′(x) = 0 for some α ∈ R.

Exercise 2. Prove the operator (Robertson’s) version of uncertainty principle: If
A and B are (possibly unbounded) Hermitian operators on a Hilbert space, then
for any α, β ∈ R and for any v ∈ Domain(AB) ∩ Domain(BA) one has

‖(A− αI)v‖ ‖(B − βI)v‖ ≥ 1
2

∣∣〈(AB − BA)v, v
〉∣∣.

Observe that this claim implies Theorem 5.

Exercise 3. Prove the entropic (Hirschman’s) version of uncertainty principle:

−
∫

R

|f(x)|2 log |f(x)|2dx−
∫

R

|f̂(ξ)|2 log |f̂(ξ)|2dξ ≥ log
e

2
.

The two terms on the left hand side are entropies of the probability distributions
with densities |ϕ|2 and |ϕ̂|2 respectively. It is possible to show that this result also
implies Theorem 5.
Hint : Use Theorem 2 appropriately.
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1. THE PHASE PLANE AND FUNCTION SYSTEMS 1.3. THE PHASE PLANE PORTRAIT

1.3 The phase plane portrait

We will be working in the Cartesian product Rn × Rn and call it the phase space.
The first n coordinates are thought of as the “time variables”, while the last
n coordinates can be named the “frequency variables”. Alternative terminology
coming from physics could be “position/momentum variables”. We want to view
the function f ∈ L2(Rn) as an object that “lives” in the phase space and reveals
properties of both f and f̂ . A reader who knows about the Heisenberg groups might
remark that the ambient space should rather be Rn×Rn×R, with the appropriate
group structure. We intentionally neglect this subtle distinction since we will be
more interested in the combinatorial/geometric than the algebraic structure of the
phase plane. Throughout the course we will often be working in the particular case
n = 1, when the ambient R × R becomes the phase plane or the time-frequency
plane and the concepts can be graphically visualized.

Let us imagine for a moment that there exists a bounded set P ⊂ R×R in the
time-frequency plane, where a carefully chosen function ϕ ∈ L2(R) is concentrated.
Even though we do not yet have a clear idea of what that set should be, let us call
it the phase plane support of ϕ. Ideally, when we project P down to the horizontal
axis, we should obtain the support of ϕ, while the projection of P to the vertical
axis should be the support of ϕ̂, as is depicted in the figure below.

ϕ̂

ϕ

supp

supp

P

However, Theorem 4 prohibits the existence of any nonzero ϕ with such property,
so let us rather proceed with a heuristics that ϕ and ϕ̂ are only “roughly supported”
(whatever that means) on the orthogonal projections of P to the axes.

If such a phase plane support exists, then it will nicely illustrate the actions
of the operators Ty, Mη, and Dr on ϕ. Using Proposition 3 we see that the time-
frequency support of Tyϕ is simply obtained by shifting P to the right by length y,

12



1. THE PHASE PLANE AND FUNCTION SYSTEMS 1.3. THE PHASE PLANE PORTRAIT

while the time-frequency support of Mηϕ is simply obtained by shifting P upward
by η. Thus, the composition S(y,η) := MηTy deserves to be call the time-frequency
shift by the vector (y, η).

new

oldP

P

(y,η)

On the other hand, the time-frequency support of Drϕ for some r > 0 is obtained
by scaling P horizontally by factor r and vertically by factor r−1, i.e. by applying
the geometric transformation (x, ξ) 7→ (rx, r−1ξ).

Pnew

Pold

r = 2

Can we make the concept of the phase plane support rigorous? The answer is
affirmative and there are several possible ways of doing that.

∗∗ ∗

The metaplectic representation. One can give up the notion of the actual phase
space support as a set and rather concentrate on a class of geometric transfor-
mations on Rn, which then correspond to unitary operators on the Hilbert space

13



1. THE PHASE PLANE AND FUNCTION SYSTEMS 1.3. THE PHASE PLANE PORTRAIT

L2(Rn). This leads to the Segal-Shale-Weil representation of the metaplectic group.
We can explain this construction in the simplest case n = 1.

Take an area and orientation preserving affine transformation A : R2 → R
2, i.e.

A(x, ξ) = L(x, ξ) + (y, η), for some L ∈ SL(2,R), y, η ∈ R. It is possible to define
a unitary operator UL on L2(R) satisfying the identity

ULS(a,b) = cL,a,bSL(a,b)UL,

with some unimodular constant cL,a,b ∈ C, for any phase plane point (a, b) ∈ R2.
In words, we do not immediately see the effect of the operator to the hypothetical
time-frequency support of ϕ, but we rather note how it intertwines time-frequency
shifts. This formulation is borrowed from [14]. Afterwards, it is natural to set

UA := S(y,η)UL.

The construction itself is not particularly complicated, as it is enough to define
UL for several transformations L that generate the whole group SL(2,R). We do
this in the following table.

L UL

horizontal-vertical scaling
L(a, b) = (ra, r−1b)

dilation Dr

shear
L(a, b) = (a, b+ ra)

quadratic modulation Qr

clockwise rotation by π/2
L(a, b) = (b,−a)

the Fourier transform F

Let us prove that the table is indeed correct.

Proof.

(DrMbTaf)(x) = 1√
r
e2πibx/rf(x

r
− a) = (Mb/rTraDrf)(x)

(QrMbTaf)(x) = eπi(rx
2+2bx)f(x− a) = eπi(r(x−a)2+2(b+ra)x−ra2)f(x− a)

= e−πira2(Mb+raTaQrf)(x)

FMbTa = TbFTa = TbM−aF = e2πiabM−aTbF

For the last equality we used Proposition 3.

14



1. THE PHASE PLANE AND FUNCTION SYSTEMS 1.3. THE PHASE PLANE PORTRAIT

A very easy exercise is to show that shears and the rotation by π
2

already
generate SL(2,R). Things are slightly different in higher dimensions as there one
has to consider transformations that preserve the symplectic form rather than the
volume.

Let us summarize that in this approach the time-frequency support is a relative
notion rather than an absolute one. It does not make sense for a single function or
for a family of unrelated functions. It only makes sense for a system of functions
generated from a fixed function by applying some carefully chosen groups of unitary
operators, such as translations, modulations, dilations, etc.

∗∗ ∗

The Wigner transform. Another approach is not to consider the “phase plane
portrait” as a set, but rather as a function on the time-frequency plane. For
any Schwartz function f ∈ S(R) we define the Wigner transform of f as a two-
dimensional function

(V f)(x, ξ) :=

∫

R

e2πitξf(t+ x
2
)f(t− x

2
)dt.

Note that V f it does not have to be nonnegative, unless we assume something on
f . It is easy to show that the Wigner transform of the standard L2 normalized
Gaussian function ϕ(x) = 21/4e−πx2

is a two-dimensional Gaussian

(V ϕ)(x, ξ) = e−
π
2
(x2+ξ2).

One could easily compute Wigner transforms of translated and modulated Gaus-
sians and observe that these are again 2D Gaussian functions, up to unimportant
unimodular constants. However, the Gaussians rarely lead to satisfactory func-
tion systems for decompositions of operators in harmonic analysis. The following
formula holds in the full generality.

Proposition 6. For any f, g ∈ S(R) we have 〈V f, V g〉L2(R2) = |〈f, g〉|2L2(R).

Proof. Observe that ξ 7→ (V f)(x, ξ) is precisely the inverse Fourier transform of
the function t 7→ f(t+ x

2
)f(t− x

2
) for each fixed x. Applying the Plancherel formula
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1. THE PHASE PLANE AND FUNCTION SYSTEMS 1.3. THE PHASE PLANE PORTRAIT

gives

〈V f, V g〉L2(R2) =

∫

R

〈(V f)(x, ·), (V g)(x, ·)〉L2(R)dx

=

∫

R2

f(t+ x
2
)f(t− x

2
)g(t+ x

2
)g(t− x

2
)dtdx

[
u = t + x

2
, u = t− x

2
, dudv = dtdx

]

=

∫

R2

f(u)f(v)g(u)g(v)dudv = |〈f, g〉|2L2(R).

Let us conclude that one does not need to have the phase plane portrait of ϕ
localized to a certain set. It can stretch over the phase plane by only having most
of the “mass” concentrated in a certain region, like the Gaussians do.

We refer the reader to the classical book [12] for more details on the previous
two approaches.

∗∗ ∗
A conventional compromise. The simplest way out is to index the function

system we are interested in by certain subsets of R × R, according to the very
same heuristics as before, but postpone any justifications to the actual applica-
tion, for example when we decompose a given operator using that function system.
In most cases these sets are rectangles (possibly higher-dimensional) and we call
them tiles. We keep the intuition that the sides of the rectangle are “morally” the
time and frequency supports of the corresponding members of the system, but do
not strive for such exact algebraic identities as earlier. When we really need to
quantify what we have observed heuristically, we usually begin by showing an ap-
propriate “almost orthogonality” statement for a family of functions corresponding
to disjoint collection of tiles. This is how it is usually done in the applications of
time-frequency analysis — when we get our hands dirty, stop contemplating and
start proving estimates. A working example can be any research paper that uses
wave-packet analysis; also see the introductory book [31].

One thing that was missing in the older literature was the combinatorial and
geometric structure of function systems coming from the geometric relationship
of their phase space supports, which is easier to discuss when we think of the
phase plane supports as simple sets. Time-frequency analysis blossomed when
an order was introduced to the set of tiles, depending on their mutual position.
The idea goes back to the work of C. Fefferman [10] on the Carleson operator
and is developed in a series of groundbreaking papers by M. Lacey and C. Thiele
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[20],[21],[22]. The next chapter will give the reader a better understanding of this
approach.

A nice treatment of phase plane analysis (somewhat influential for these notes)
can also be found in [29].

∗∗ ∗

Simplified models. The fourth alternative is to consider some “toy model” of
the Fourier analysis in which the qualitative uncertainty principle fails, so it does
not prevent us from having a “perfect” time-frequency localization. An example
of such model will be presented in Section 1.5. One still has to confine themselves
to defining the time-frequency support only for a very special system of functions.

Due to serious time limitations of this course we will not be able to present
complete lengthy proofs of some of the famous results obtained by time-frequency
analysis, such as the boundedness of the bilinear Hilbert transform. Thus, ex-
plaining the proof in an appropriate “toy model” turns out to be convenient. We
will switch to an “alternative playground” at the key moment of the proof. That
methodological trick was largely inaugurated by C. Thiele [30] and advocated by
him and his collaborators. The reader should not consider this as a sort of cheat-
ing, but rather as simplifications in the exposition, because the actual proofs can
be really technical.

Exercise 4.

(a) Compute F2ϕ, F3ϕ, and F4ϕ in terms of a function ϕ. Relate the obtained
result with the above interpretation of the Fourier transform as a phase plane
rotation by π/2.

(b) If Aθ : R2 → R2 is a phase plane rotation by an angle 0 < θ < π/2, try to
find an explicit formula for the corresponding unitary operator UAθ

, at least
on a dense subspace of L2(R). This operator is called the fractional Fourier
transform and is denoted by F θ.

1.4 Systems of functions

Three types of function systems, Gabor systems, wavelet systems, and wave pack-
ets, have become quite standard and have been applied many times over the years.
More complicated ones, such as curvelets, ridgelets, edgelets, eyelets, composite
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1. THE PHASE PLANE AND FUNCTION SYSTEMS 1.4. SYSTEMS OF FUNCTIONS

dilation wavelets, chirplets, and polynomial phase wave packets have been intro-
duced relatively recently, motivated mostly by applied math problems. Some of
them also have nice applications in pure math problems; the papers [19], [23], and
[24] are particularly enlightening examples. However, we will concentrate on the
three standard systems in these lectures.

∗∗ ∗

Gabor systems. Any g ∈ L2(R) can generate a Gabor system (gl,n)l,n∈Z, which
is of the form

gl,n(x) := (MnTlg)(x) = e2πinxg(x− l),

i.e. it consists of integer time-frequency translates of g. Note that the operators
Mn and Tl commute when l, n ∈ Z because e2πiln = 1. Thus, also

gl,n = TlMng.

It would be great to find a “nice” function g such that (gl,n)l,n∈Z forms an
orthonormal basis. The simplest example is g = 1[0,1), coming from the fact that
the integer frequency exponentials form an orthonormal basis for L2(T), where T is
the torus R/Z ≡ [0, 1). However, 1̂[0,1) is not a particularly well-localized function,
in the sense that it is not even absolutely integrable. There is an addition to the
quantitative uncertainty principle, called the Balian-Low theorem, which states
that if g is a nonzero function such that (gl,n)l,n∈Z forms an orthonormal basis for
L2(R), then

∫

R

x2|g(x)|2dx = +∞ or

∫

R

ξ2|g(ξ)|2dξ = +∞.

Therefore, in some sense, we do not have a natural choice for g. (Note that the
Gaussians are not even orthogonal, which rules them out immediately). Usually
we give up the exact orthogonality requirement and just take a Schwartz function
which is compactly supported in frequency.

Strange things are possible when l and n are not integers. For instance it is
still an open problem if for any nonzero g ∈ L2(R) or even just for any nonzero
Schwartz function g ∈ S(R) and any finite set of points (ai, bi), i = 1, 2, . . . , N the
system

MbiTaig, i = 1, 2, . . . , N

has to be linearly independent. This formulation can be found in [14]; many partial
results have been shown in the meantime.
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∗∗ ∗

Wavelet systems. A wavelet system is obtained by taking ψ ∈ L2(R) and
generating (ψj,l)j,l∈Z, defined by

ψj,l(x) := (D2jTlψ)(x) = 2−j/2ψ(2−jx− l).

When (ψj,l)j,l∈Z forms an orthonormal basis for L2(R) we say that ψ is an or-
thonormal wavelet. The simplest one is ψ = 1[0, 1

2
) − 1[ 1

2
,1), called the (dyadic)

Haar wavelet. Note that ψj,l is then supported on the interval [2jl, 2j(l + 1)). In
this case it is convenient to index the system by dyadic intervals

D := {[2jl, 2j(l + 1)) : j, l ∈ Z},

rather than by pairs (j, l), so that it becomes (hI)I∈D, hI = |I|−1/2(1Ileft − 1Iright).
A fundamental and nontrivial result of I. Daubechies (see [7]) is that for ar-

bitrarily large positive integers k there exist compactly supported orthonormal
wavelets of class Ck. A sort of uncertainty principle for wavelets is that there does
not exist a compactly supported C∞ orthonormal wavelet.

Good introductory texts on wavelets are [15] and [25].

∗∗ ∗

Wave packets. Wave packet systems are generated from a single function ϕ
by using all of the three groups: translations, modulations, and dilations. For
instance, one such system is (ϕj,l,n)j,l,n∈Z, where

ϕj,l,n := D2jTlMnϕ.

There are certainly too many functions in the system in order to form an orthonor-
mal basis, so in the actual application one has to organize them into orthogonal
(or almost orthogonal) parts. We continue discussing wave packets in the next
section.

1.5 Dyadic models

Let us suppose that we want to define the phase plane support in the most literal
way, at least in some idealized model, where the uncertainty principle fails. Some-
what surprisingly, we can achieve this if we are willing to abandon the usual group
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structure on R for a simpler one. This will lead to the replacement of the complex
exponentials by the so-called Walsh functions. The idea is to build a model of
Fourier analysis in which everything we desire holds literally and rigorously and
in which we can gain intuition for a given problem and test our techniques before
attempting to solve it in the classical (i.e. Euclidean) setting. One also has to be
careful and choose the correct analogue of the problem, as incorrect interpretations
can sometimes lead to unwanted oversimplifications.

The model we are about to introduce is a special case of the Fourier analysis on
locally compact abelian groups, mentioned in Section 1.1, but there is no need to
develop the whole general (and rather technical) theory for this particular purpose.
For simplicity we will only present the dyadic case here, while trivial modifications
are possible simply by replacing Z2 by Zd for some integer d ≥ 2. The latter are
sometimes called the Cantor group models.

∗∗ ∗
Recall that the torus T ≡ R/Z is a compact group and the measure on it is

the Lebesgue measure coming from T ≡ [0, 1). Denote Z2 := Z/2Z ≡ {0, 1} and
consider the set

Z
N

2 := {(aj)j∈N : (∀j ∈ N)(aj ∈ Z2)}
with respect to the coordinate-wise addition. Define

Φ: ZN

2 → [0, 1], (aj)j∈N 7→ 0.a1a2a3 . . . =
∑∞

j=1 aj2
−j,

Ψ: [0, 1] → ZN

2 , t 7→ (b2jtcmod 2)j∈N = (j-th binary digit of t)j∈N.

Functions Φ and Ψ are Borel-measurable and Ψ ◦Φ = idZN

2
a.e., Φ ◦Ψ = id[0,1] a.e.

Besides that, the translation invariant measure on ZN
2 is the image (the pushfor-

ward measure) of the Lebesgue measure λ on [0, 1] with respect to the function Ψ
and the other way around by the function Φ. Hence, we can identify the probability
measure spaces:

(ZN

2 ,B(ZN

2 ), λZN

2
) ≡ (T,B([0, 1)), λ).

The only difference between these groups is in the binary operation, which in the
former case is the binary addition “mod 2” without carrying over digits.

The Walsh functions [33] on ZN

2 are the functions (Wn)n∈N0
defined by

Wn((aj)j∈N) := (−1)
∑k

j=1 bjaj ,

where n = bkbk−1 . . . b2b1 is the binary representation of n. On the nonnegative in-
tegers N0 the natural operation ⊕ is the binary addition “mod 2” without carrying
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over digits once again, and it turns them into a group. Furthermore, {Wn : n ∈ N0}
is an orthonormal basis of the Hilbert space L2(ZN

2 ) ≡ L2([0, 1)).
Via the identification Z

N

2 ≡ [0, 1) we can consider the Walsh functions on [0, 1)
and then they satisfy the recurrence relations:

W0(t) = 1, t ∈ [0, 1),

W2n(t) =

{
Wn(2t), t ∈ [0, 1

2
),

Wn(2t− 1), t ∈ [1
2
, 1),

W2n+1(t) =

{
Wn(2t), t ∈ [0, 1

2
),

−Wn(2t− 1), t ∈ [1
2
, 1).

Here are the graphs of the first several functions Wn.
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In exactly the same way we introduce the dyadic analogue of the group R.
Actually, it will be more natural to define the group operation on R+ = [0,+∞).
Consider the set

Z
Z, fin
2 :=

{
(aj)j∈Z : (∀j ∈ Z)(aj ∈ Z2), (∃j0 ∈ Z)(∀j ∈ Z)(j < j0 ⇒ aj = 0)

}

of all double sides sequences of zeros and ones, such that from some place to the
left they have only zeros. On Z

Z, fin
2 we define the addition and multiplication as:

(aj)j∈Z ⊕ (bj)j∈Z = (aj + bj mod 2)j∈Z

(aj)j∈Z ⊗ (bj)j∈Z = (
∑

k∈Z
aj−kbk mod 2)j∈Z

and then (ZZ, fin
2 ,⊕,⊗) even becomes a field of characteristic 2.
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This time define

Φ: ZZ, fin
2 → [0,+∞), (aj)j∈N 7→ ∑∞

j=−∞ aj2
−j ,

Ψ: [0,+∞) → Z
Z, fin
2 , t 7→ (b2jtcmod 2)j∈Z.

The functions Φ and Ψ are Borel-measurable and Ψ ◦ Φ = id
Z
Z, fin
2

a.e., Φ ◦ Ψ =

id[0,+∞) a.e. For that reason we can identify the measure spaces

(ZZ, fin
2 ,B(ZZ, fin

2 ), λ
Z
Z, fin
2

) ≡ (R+,B(R+), λ).

Denote: E : ZZ, fin
2 → C, E((cj)j∈Z) = (−1)c1 . It is easy to verify that

E((aj)j∈Z ⊕ (bj)j∈Z) = E((aj)j∈Z)E((bj)j∈Z),

i.e. under the identification Z
Z, fin
2 ≡ R+ we can write

E(x⊕ y) = E(x)E(y), x, y ∈ [0,+∞).

It is instructive to draw the graph of E and realize why it is sometimes called the
rectangular sine function.

3

1

1

1 420

_

The Fourier transfrom on Z
Z, fin
2 is called the Walsh-Fourier transform and it takes

a function f ∈ L1(ZZ, fin
2 ) ≡ L1(R+) and assigns to it f̂ defined by:

f̂(ξ) =

∫ +∞

0

E(x⊗ ξ)f(x) dx, ξ ∈ Z
Z, fin
2 ≡ R+.

The inverse Walsh-Fourier transform is the same object. Its basic properties are
analogous to the ones from Section 1.1 and can be proved in the same way as
before.
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Proposition 7. The Walsh-Fourier transform extends by density to L2(R+).
Take f ∈ L2(R+), y, η ∈ R+, j ∈ Z. Define the folowing transformations

translations: (tyf)(x) := f(x⊕ y),

modulations: (mηf)(x) := E(x⊗ η)f(x),

dilations: (d2jf)(x) := 2−j/2f(2−jx).

Then
(tyf )̂ = myf̂ , (mηf )̂ = tηf̂ , (d2jf )̂ = d2−j f̂ .

The phase space is now Z
Z, fin
2 ×Z

Z, fin
2 , which as a measure space can be identified

with (R+)2 = [0,+∞)2, i.e. the first quadrant. We call it the Walsh phase plane.
The function 1[0,1) is its own Walsh-Fourier transform and it serves as an analogue

of the Gaussian e−πx2

for the Fourier transform on R. We see that this time the
perfect localization is actually possible!

∗∗ ∗

Let us now concentrate on the geometry of the Walsh phase plane. The Walsh
wave packet system is (wj,l,n)j∈Z, l,n∈N0

, where we apply the three transformation
groups (translations, modulations, dilations) to the function 1[0,1), i.e.

wj,l,n := d2jtlmn1[0,1), j, l, n ∈ Z, l, n ≥ 0,

which explicitly reads

wj,l,n(x) = 2− j
2 W̃n(2−jx− l), x ∈ R+. (4)

Here W̃n denotes the extension of Wn by zero outside of the interval [0, 1). Using
the basic properties of the Walsh-Fourier transform we easily obtain

ŵj,l,n := d2−jtnml1[0,1) = w−j,n,l.

Hence,

wj,l,n is supported on [2jl, 2j(l + 1)),

ŵj,l,n is supported on [2−jn, 2−j(n + 1)),
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so it is natural to assign to a function wj,l,n a “tile” in the phase plane,

Pj,l,n := [2jl, 2j(l + 1)) × [2−jn, 2−j(n+ 1)).

In the following text a tile will be any rectangle in the phase plane (R+)2 whose
sides are dyadic intervals and whose area equals 1. A tile Pj,l,n can be called the
phase plane support of wj,l,n. The correspondence between the set of all tiles and
the Walsh wave packet system will be written as P 7→ wP . Let us also agree that
in this case the time interval of P will be denoted IP , while the frequency interval
will be denoted ΩP , i.e. P = IP × ΩP .

Observe that the functions wP are normalized in L2. Their L∞ normalizations
will also be convenient in the next chapter and we denote them by w̃P , i.e.

w̃P (x) = w̃j,l,n(x) = W̃n(2−jx− l),

so that
wP = |IP |−1/2w̃P .

Lemma 8. If P and P ′ are disjoint tiles, then the functions wP , wP ′ ∈ L2(R+)
are mutually orthogonal.

Proof. Observe that either time intervals IP , IP ′ are disjoint (when the statement
is obvious), or frequency intervals ΩP ,ΩP ′ are disjoint (when the statement follows
by applying the Plancherel theorem).

The following lemma is a dyadic analogue of Proposition 6.

Lemma 9. For any two tiles P and P ′ we have |〈wP , wP ′〉|2 = |P ∩ P ′|.

Proof. Because of the previous lemma we can assume that P ∩ P ′ 6= ∅.

P = Pj,l,n = [2jl, 2j(l + 1)) × [2−jn, 2−j(n+ 1))

P ′ = Pj′,l′,n′ = [2j′l′, 2j′(l′ + 1)) × [2−j′n′, 2−j′(n′ + 1))

Without loss of generality j ≤ j′.

24



1. THE PHASE PLANE AND FUNCTION SYSTEMS 1.5. DYADIC MODELS

P'

P

Note that IP ∩ IP ′ 6= ∅ implies IP ⊆ IP ′, which gives

2j′−jl′ ≤ l ≤ 2j′−jl′ + 2j′−j − 1. (5)

Also, from ΩP ∩ ΩP ′ 6= ∅ we get ΩP ⊇ ΩP ′, which gives

2j′−jn ≤ n′ ≤ 2j′−jn + 2j′−j − 1. (6)

Applying formula (4) we compute:

〈wP , wP ′〉 =

∫

R+

wPwP ′ = 2− j+j′

2

∫

[2j l,2j(l+1))

W̃n(2−jx− l)W̃n′(2−j′x− l′) dx.

We are going to show that the function under the last integral sign is constantly
equal to either −1 or 1 on the whole interval [2jl, 2j(l + 1)). This will mean that

〈wP , wP ′〉 = ±2− j+j′

2 2j = ±2− j′−j
2 ,

while
λ(P ∩ P ′) = |IP | · |ΩP ′| = 2j2−j′ = 2−(j′−j)

and the proof will be completed.
Using the recurrence relations for the Walsh functions we can write

W̃2k(t) = W̃k(2t) + W̃k(2t− 1), (7)

W̃2k+1(t) = W̃k(2t) − W̃k(2t− 1). (8)

By repeated applications of (7) and (8) because of (6) we get

W̃n′(t) =
2j

′
−j−1∑

m=0

±W̃n(2j′−jt−m)
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for some choice of 2j′−j plus or minus signs. Substituting t = 2−j′x − l′ and
multiplying by W̃n(2−jx− l) we get

W̃n(2−jx− l)W̃n′(2−j′x− l′) =

2j
′
−j−1∑

m=0

±W̃n(2−jx− l)W̃n(2−jx− (2j′−jl′ +m)).

Recall condition (5), which claims that l = 2j′−jl′ + m holds for precisely one
0 ≤ m ≤ 2j′−j − 1. Therefore, exactly one summand in the above sum equals

±W̃n(2−jx− l)2 = ±1 for x ∈ [2jl, 2j(l + 1)),

while the others are equal to 0. Finally,

W̃n(2−jx− l)W̃n′(2−j′x− l′) = ±1 for x ∈ [2jl, 2j(l + 1)).

The following theorem enables the correspondence between “pavable” subsets
of the phase plane (R+)2 and closed subspaces of L2(R+).

Theorem 10. If P and P ′ are two collections of pairwise disjoint tiles such that⋃
P∈P P =

⋃
P ′∈P ′ P ′, then

[{wP : P ∈ P}] = [{wP ′ : P ′ ∈ P ′}],

where [·] and · denote the linear span and the closure in L2(R+) respectively.

Proof. Take some tile P ∈ P and use the fact that P ∩ P ′, P ′ ∈ P ′ constitutes a
countable partition of P .

∑

P ′∈P ′

|〈wP , wP ′〉|2 = (Lemma 9) =
∑

P ′∈P ′

λ(P ∩ P ′) = λ(P ) = 1.

By Lemma 8 the set {wP ′ : P ′ ∈ P ′} must be an orthonormal basis of the subspace
[{wP ′ : P ′ ∈ P ′}], so the square of the norm of the orthogonal projection of wP onto
that subspace must be

∥∥∥
∑

P ′∈P ′

〈wP , wP ′〉wP ′

∥∥∥
2

=
∑

P ′∈P ′

|〈wP , wP ′〉|2 = 1,

while (by the Pythagorean theorem) the square of the distance from wP to that
subspace must be

∥∥∥wP −
∑

P ′∈P ′

〈wP , wP ′〉wP ′

∥∥∥
2

= ‖wP‖2 −
∥∥∥

∑

P ′∈P ′

〈wP , wP ′〉wP ′

∥∥∥
2

= 1 − 1 = 0.
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We conclude wP ∈ [{wP ′ : P ′ ∈ P ′}] and, since P ∈ P was arbitrary, we have
just shown [{wP : P ∈ P}] ⊆ [{wP ′ : P ′ ∈ P ′}]. The other inclusion follows by
symmetry.

Therefore, to each set S ⊆ (R+)2 that is a union of some family P of pairwise
disjoint tiles we can assign a closed subspace of L2(R+) given by the formula

VS := [{wP : P ∈ P}]

and the orthogonal projection ΠS in L2(R+)) onto that subspace acting by the
formula

ΠSf :=
∑

P∈P
〈f, wP 〉wP .

Because of Theorem 10 the definitions of VS and ΠS do not depend on the actual
tiling of S.

The mapping S 7→ VS obviously has properties:

S ⊆ S ′ ⇒ VS ⊆ VS′,
S ∩ S ′ = ∅ ⇒ VS ⊥ VS′.

It is interesting to note that each tiling of the whole phase plane (R+)2 clearly
gives one orthonormal basis for L2(R+). The following figures show that there are
many possible tilings.
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Three sources of materials on dyadic harmonic analysis that complement each
other well are [1], [27], and [30].
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Chapter 2

Linear and multilinear singular

integrals

In this chapter we finally use ideas from the previous one to successfully decompose
and bound integral operators. The material is chosen to present some basic tech-
niques in the field, but also not to overwhelm the beginner with the technicalities.

2.1 Symmetries of an operator

A linear singular integral is typically an operator of the form

(Tf)(x) := p.v.

∫

Rn

K(x, y)f(y)dy.

The kernel K has to be controllably singular close to the “diagonal”

{(x, y) ∈ R
n × R

n : x = y}

and sometimes its changes of sign have to guarantee subtle cancellation properties.
For instance, K(x, y) = x1−y1

|x−y|n+1 is the so-called Riesz kernel. The letters “p.v.”
denote that the integral has to be understood in the principal value sense, which
in this case means

lim
ε↘0

∫

{y∈Rn:|x−y|>ε}
K(x, y)f(y)dy.

A rather broad and very useful class are the Calderón-Zygmund operators, which
we do not discuss here.
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2. LINEAR AND MULTILINEAR SINGULAR INTEGRALS 2.1. SYMMETRIES OF AN OPERATOR

One is typically interested in the estimates that a given operator satisfies and
the most basic ones are the Lp estimates, for instance

‖Tf‖Lp(Rn) .p ‖f‖Lp(Rn).

Here we write A .p B if the two quantities A and B satisfy A ≤ CpB with some
constant depending on p. The constant is made implicit as its actual value is often
unimportant. The advantage of this notation is that we can change the constant
from line to line in lengthy computations. The people who contributed most to
the early developments of the theory of singular integral operators are Alberto P.
Calderón, Antoni Zygmund, Elias M. Stein, and Guido L. Weiss.

Multilinear singular integral operators can also appear naturally and some mo-
tivating examples will be presented later in the course. One possible general scheme
would be

T (f1, f2, . . . , fk)(x) := p.v.

∫

Ω

K(x, y1, y2, . . . , yk)f1(y1)f2(y2) · · · fk(yk)

dσ(y1, y2, . . . yk),

where Ω is a higher-dimensional plane in the Euclidean space in which (y1, . . . , yk)
lives and σ is the translation-invariant measure on Ω (which coincides with the
Hausdorff measure here). Therefore, we want to allow the possibilities when the
variables y1, y2, . . . , yk of the functions f1, f2, . . . , fk are not necessarily indepen-
dent, but rather related by certain linear constraints. This time “p.v.” means
that we “cut out” the region where K is singular and then let this region shrink.
Several bilinear examples are

T (f, g)(x) := p.v.

∫

R

f(x− t)g(x+ t)
dt

t
,

T (f, g)(x, y) := p.v.

∫

R

f(x+ t, y)g(x, y + t)
dt

t
,

T (f, g)(x, y) := p.v.

∫

R2

f(x+ s, y)g(x, y + t)
sdsdt

(s2 + t2)3/2
.

We are primarily interested in the Lp estimates again:

‖T (f1, f2, . . . , fk)‖Lp(Rn) .p,p1,...,pk

k∏

j=1

‖fj‖Lpj (Rnj ). (1)

Some people who contributed to bringing up multilinear singular integrals as an
active area of research and who invented some of the most important tools are
Ronald R. Coifman, Yves F. Meyer, Michael T. Lacey, and Christoph M. Thiele.
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2. LINEAR AND MULTILINEAR SINGULAR INTEGRALS 2.1. SYMMETRIES OF AN OPERATOR

Note that everything will be “flat” in this course and we do not investigate
the effects of curvature. Otherwise, singular integrals on manifolds are also an
interesting and active area of study.

It is usually more convenient to convert multilinear operators into multilinear
forms by dualizing them with an extra function.

Λ(f1, f2, . . . , fk, fk+1) :=

∫

Rn

T (f1, f2, . . . , fk)(x)fk+1(x)dx.

The desired estimate becomes

Λ(f1, f2, . . . , fk, fk+1) .p1,...,pk,pk+1

k+1∏

j=1

‖fj‖Lpj (Rnj ), (2)

where pk+1 is the conjugated exponent of p and we write nk+1 for n. Inequalities
(1) and (2) are equivalent as long as p ≥ 1. Having k+ 1 functions instead of k of
them is usually not a big conceptual difference, but the main advantage is that the
symmetries of the operator might manifest themselves better. Those symmetries
can also dictate the range of exponents in estimates (1) and (2), as we present on
the following two examples.

∗∗ ∗
Consider a trilinear form on 2D functions with determinantal kernel,

Λ(f, g, h) := p.v.

∫

R6

f(x1, x2)g(y1, y2)h(z1, z2)∣∣∣∣
1 1 1
x1 y1 z1
x2 y2 z2

∣∣∣∣
dx1dx2dy1dy2dz1dz2.

Recall that the denominator equals 0 if and only if the three points (x1, x2), (y1, y2),
and (z1, z2) lie on the same line in R2. Suppose that we have an estimate

|Λ(f, g, h)| .p,q,r ‖f‖Lp(R2)‖g‖Lq(R2)‖h‖Lr(R2) (3)

for some exponents p, q, r. The same estimate must remain satisfied if we replace
f, g, h by the dilates Drf,Drg,Drh for any r > 0. On the one hand,

Λ(Drf,Drg,Drh)

= p.v.

∫

R6

r−3f(r−1x1, r
−1x2)g(r−1y1, r

−1y2)h(r−1z1, r
−1z2)∣∣∣∣

1 1 1
x1 y1 z1
x2 y2 z2

∣∣∣∣
dx1dx2dy1dy2dz1dz2
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[
x′i = r−1xi, y

′
i = r−1yi, z

′
i = r−1zi

]

= p.v.

∫

R6

r−3f(x′1, x
′
2)g(y′1, y

′
2)h(z′1, z

′
2)

r2
∣∣∣∣

1 1 1
x′
1 y′1 z′1

x′
2 y′2 z′2

∣∣∣∣
r6dx′1dx

′
2dy

′
1dy

′
2dz

′
1dz

′
2

= rΛ(f, g, h).

On the other hand,

‖Drf‖Lp(R2) =
(∫

R2

|r−1f(r−1x1, r
−1x2)|pdx1dx2

)1/p

[x′i = r−1xi]

=
(∫

R2

r−p|f(x′1, x
′
2)|pr2dx′1dx′2

)1/p

= r
2
p
−1‖f‖Lp(R2),

so

‖Drf‖Lp(R2)‖Drg‖Lq(R2)‖Drh‖Lr(R2) = r2(1/p+1/q+1/r)−3‖f‖Lp(R2)‖g‖Lq(R2)‖h‖Lr(R2).

Applying (3) to Drf,Drg,Drh in the places of f, g, h, we obtain

|Λ(f, g, h)| .p,q,r r
2(1/p+1/q+1/r)−4‖f‖Lp(R2)‖g‖Lq(R2)‖h‖Lr(R2).

Letting r → 0 and r → +∞ we conclude that the necessary condition for having
the desired estimate is

1

p
+

1

q
+

1

r
= 2.

Actually, Λ does satisfy many such Lp estimates, as is shown in [32].

∗∗ ∗

Let us try another example,

T (f, g)(x, y) := p.v.

∫

R2

f(x− s, y − t)g(x+ s, y + t)
ds

s

dt

t
,

i.e.

Λ(f, g, h) := p.v.

∫

R4

f(x− s, y − t)g(x+ s, y + t)h(x, y)
ds

s

dt

t
dxdy.

31



2. LINEAR AND MULTILINEAR SINGULAR INTEGRALS 2.2. THE HILBERT TRANSFORM

This time we have

Λ(Drf,Drg,Drh)

= p.v.

∫

R4

r−3f
(
r−1(x− s), r−1(y − t)

)
g
(
r−1(x+ s), r−1(y + t)

)

h
(
r−1x, r−1y

)ds
s

dt

t
dxdy

[
x′ = r−1x, y′ = r−1y, s′ = r−1s, t′ = r−1t

]

= p.v.

∫

R4

r−3f(x′ − s′, y′ − t′)g(x′ + s′, y′ + t′)h(x′, y′)
ds′

s′
dt′

t′
r2dx′dy′

= r−1Λ(f, g, h).

Applying (3) to Drf,Drg,Drh gives

|Λ(f, g, h)| .p,q,r r
2(1/p+1/q+1/r)−2‖f‖Lp(R2)‖g‖Lq(R2)‖h‖Lr(R2).

Thus, the necessary condition for the estimate is

1

p
+

1

q
+

1

r
= 1.

However, one has to be aware that there is no guarantee that such estimates are
actually true. Indeed, it is known that this trilinear form satisfies no Lp estimates
at all; the counterexample can be found in [26].

Exercise 5. Prove that if

Λ(f, g, h) := p.v.

∫

R3

f(x, y)g(y, z)h(z, x)
dxdydz

x+ y + z

satisfies estimate (3) for some exponents p, q, r, then we must have 1
p

+ 1
q

+ 1
r

= 1.
No estimates have been established so far for this multilinear form. It is only
known that the estimates fail unless 1 < p, q, r <∞.

2.2 The Hilbert transform

It is quite likely that the reader has already met the Hilbert transform. It is defined
for f ∈ C1

c(R) as

(Hf)(x) := p.v.

∫

R

f(x− t)
dt

t
.
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The requirement that f is C1 and compactly supported is required in order for the
limit

lim
ε→0

∫

{t:|t|≥ε}
f(x− t)

dt

t
=

∫

{t:|t|≤1}

f(x− t) − f(x)

t
dt+

∫

{t:|t|≥1}
f(x− t)

dt

t
.

to exist. Once we know that H is bounded on some space Lp(R), 1 < p <∞, then
we can exend it uniquely by continuity, but for now the dense subspace C1

c(R) is
fine as its domain.

It is not difficult to show the formula

(Hf )̂(ξ) = −i sgn ξ f̂(ξ).

Another way to state it is to say that the Fourier transform of the tempered
distribution p.v. 1

πt
equals the function −i sgn ξ, or that the Hilbert transform is a

Fourier multiplier with symbol −i sgn ξ. Combining with the Plancherel theorem
we see that H is an isometry with respect to the L2 norm,

‖Hf‖L2(R) = ‖(Hf )̂‖L2(R) = ‖f̂‖L2(R) = ‖f‖L2(R),

so it is a unitary operator on L2(R). A slightly harder task is to prove boundedness
of H on Lp(R) for each 1 < p <∞. This is a typical application of the Littlewood-
Paley theory.

Observe that H commutes with translations and dilations. Indeed, for f ∈
C1

c(R) we have

(HTyf)(x) = p.v.

∫

R

f(x− y − t)
dt

t
= (Hf)(x− y) = (TyHf)(x),

(HDrf)(x) = p.v.

∫

R

r−1/2f(r−1(x− t))
dt

t
= [s = r−1t, dt = rds]

= p.v.

∫

R

r−1/2f(r−1x− s)
ds

s
= r−1/2(Hf)(r−1x) = (DrHf)(x).

Take some orthonormal wavelet system (ψj,k)j,k∈Z, ψj,k = D2−jTkψ. From the
previous property we see that (Hψj,k)j,k∈Z is again a wavelet system. Moreover by
unitarity of H this system must also be an orthonormal basis for L2(R), so it is
actually another orthonormal wavelet system. Denote ϑj,k := Hψj,k. Expanding
an L2 function as f =

∑
j,k∈Z〈f, ψj,k〉ψj,k we obtain the presentation

〈Hf, g〉L2(R) =
∑

j,k∈Z
〈f, ψj,k〉〈Hψj,k, g〉 =

∑

j,k∈Z
〈f, ψj,k〉〈g, ϑj,k〉,

33



2. LINEAR AND MULTILINEAR SINGULAR INTEGRALS 2.2. THE HILBERT TRANSFORM

i.e.
〈Hf, g〉L2(R) =

∑

I∈D
〈f, ψI〉〈g, ϑI〉.

There is a serious problem with this representation: If ψ is for instance chosen from
C1

c(R), then ϑ = Hψ does not have to be nice at all! Usually it is a better idea to
decompose an operator in a single “nice” wavelet basis and then H would prove to
be “almost diagonal” in the sense that the coefficients 〈HψI , ψJ〉 decay very rapidly
when the intervals I and J are either distant or have very different lengths. More
importantly, the same property holds for higher-dimensional Calderón-Zygmund
operators that satisfy T (1) = 0 = T ∗(1).

Instead of presenting the proof of boundedness of H on Lp(R), let us rather
replace ψI and ϑI by the Haar wavelet hI and give a simple proof of the bound

∑

I∈D
|〈f,hI〉〈g,hI〉| .p,q ‖f‖Lp(R)‖g‖Lq(R) (4)

for conjugated exponents 1 < p, q <∞.
We need the following well-known result.

Proposition 11 (Boundedness of the square function). Define the dyadic square
function by

Sf :=
(∑

I∈D
|I|−1|〈f,hI〉|21I

) 1
2

.

Then ‖Sf‖Lp(R) .p ‖f‖Lp(R) for any 1 < p <∞.

Turning back to (4) we rewrite the left hand side as

∫

R

∑

I∈D
|I|−1/2|〈f,hI〉| 1I |I|−1/2|〈g,hI〉| 1I,

which is by the Cauchy-Schwarz inequality in I at most

∫

R

(Sf) (Sg) ≤ ‖Sf‖Lp(R)‖Sg‖Lq(R) .p,q ‖f‖Lp(R)‖g‖Lq(R).

Exercise 6. For any R > 0 let

(SRf)(x) :=

∫ R

−R

f̂(ξ)e2πixξdξ
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denote the truncated Fourier integrals. Show the formula

SR = i
2

(
M−RHMR − MRHM−R

)
.

From this conclude that the operators (SR)R>0 are uniformly bounded on Lp(R),
1 < p <∞ and then that for each f ∈ Lp(R) one has limR→+∞ SRf = f in the Lp

norm.
Remark : An analogous statement holds for the Fourier series on the torus T. This
is how M. Riesz proved that partial Fourier sums of a function f ∈ Lp(T), p > 1
converge in the Lp norm.

2.3 The bilinear Hilbert transform

The bilinear Hilbert transform is defined as

B(f, g)(x) := p.v.

∫

R

f(x− t)g(x+ t)
dt

t
.

It was introduced by A. Calderón [3] regarding the conjecture on boundedness of
the Cauchy integral along Lipschitz curves,

(C↓f)(z) := lim
ε↘0

1

2πi

∫

Γ

f(ζ)

ζ − (z + iε)
dζ,

which was later established by “softer” techniques [4],[6], but we do not discuss
them here.

Once again, B rather obviously commutes with translations and dilations. Let
us dualize it with the third function in order to reveal yet another symmetry,

Λ(f, g, h) :=

∫

R

p.v.

∫

R

f(x− t)g(x+ t)h(x)
dt

t
dx.

It is the modulation symmetry. Namely, for any η ∈ R we have

Λ
(
Mηf,Mηg,M−2ηh

)

=

∫

R

p.v.

∫

R

e2πi(x−t)ηf(x− t)e2πi(x+t)ηg(x+ t)e−4πixηh(x)
dt

t
dx = Λ(f, g, h).

A general class of objects of which the BHT is a prominent representative is called
the modulation invariant forms.
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We would like to prove the bound

|Λ(f, g, h)| .p,q,r ‖f‖Lp(R)‖g‖Lq(R)‖h‖Lr(R) (5)

for any exponents 2 < p, q, r < ∞ such that 1
p

+ 1
q

+ 1
r

= 1. The range of
exponents for which the estimate holds is actually larger, but this is the simplest
and chronologically the first established case.

Equivalently, one can view B as a bilinear multiplier, i.e.

B(f, g)(x) :=

∫

R2

(
− πi sgn(ξ − η)

)
e2πix(ξ+η)f̂(ξ)ĝ(η)dξdη.

Let us also comment that the pointwise product is a trivial example of a bilinear
multiplier,

f(x)g(x) :=

∫

R2

e2πix(ξ+η)f̂(ξ)ĝ(η)dξdη,

and it trivially satisfies bounds (5). Therefore, by considering a linear combination
of these, it is enough to bound the multiplier associated with 1(0,+∞),

T (f, g)(x) :=

∫

R2

1(0,+∞)(ξ − η)e2πix(ξ+η)f̂(ξ)ĝ(η)dξdη.

Note that the symbol of the multiplier is singular along the whole line ξ = η, which
might be a heuristic explanation why it is more difficult then the linear Hilbert
transform.

The first natural step is to perform a smooth decomposition of the symbol

1(0,+∞)(τ) =
∑

j∈Z
θ(3−jτ),

where θ is a C∞ function compactly supported in the open interval (0,+∞). If we
set ψ = θ̌, then we can write

1̌(0,+∞)(t) =
∑

j∈Z
3jψ(3jt).

The effect is that the corresponding trilinear form decomposes into

Λ̃(f, g, h) =
∑

j∈Z

∫

R2

f(x− t)g(x+ t)h(x)3jψ(3jt)dtdx.
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We further perform the smooth partition of unity in order to localize in the x
variable,

1R(x) =
∑

k∈Z
ϕ(x− k),

for some C∞ compactly supported function ϕ. This finally leads to

Λ̃(f, g, h) =
∑

j,k∈Z

∫

R2

f(x− t)g(x+ t)h(x)ϕ(x− k)3jψ(3jt)dtdx.

Observe that ϕ(x− k) is a function with its time support around k, while ψ(3jt)
is a function with its frequency support around 3j . At this point switching to a
toy model will be methodologically convenient.

2.4 Triadic model of the BHT

Motivated by the previous decomposition we define the triadic model of Λ̃ as

Λ̃3(f, g, h) =
∑

j∈Z

∑

I triadic interval
|I|=3−j

∣∣∣
∫

R2

f(x	 t)g(x⊕ t)h(x)1I(x)3jh̃[0,3−j)(t)dtdx
∣∣∣.

Here ⊕ and 	 denote the operations in the Z3 Cantor group model for R+, i.e.
we are adding real numbers in base 3 without carrying over digits. We choose to
work in characteristic 3 (instead of 2) in order for x 	 t, x ⊕ t, x to be mutually
different when t 6= 0. The Haar functions h̃I are now L∞ normalized, so

h̃I = 1I0 + ω1I1 + ω21I2 ,

where I0, I1, I2 are the thirds of I and ω = e2πi/3. Indeed h̃I is just the L∞

normalized first Walsh function w̃I,1, but in the characteristics 3. The reader
should not feel uncomfortable in this setting, as everything from Section 1.5 applies
again.

Inserting absolute values in Λ̃3 is important, as otherwise the form telescopes
to the pointwise product, which is trivially bounded. A metaphysical reason is
that on the positive frequency half-axis we see no difference between p.v. 1

πt
and δ0.

Only after being broken into a sequence of scales, the finite characteristic model
becomes faithful.

Let us substitute y = x	 t, so that

t = x	 y and x⊕ t = 2x	 y = 	x	 y,
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since we are working in characteristic 3. Using

1I(x)h̃[0,3−j)(t) = 1I(x)1I(y)h̃[0,3−j)(x	 y) = h̃I(x)h̃I(	y) = h̃I(x)h̃I(y)

the form becomes

Λ̃3(f, g, h) =
∑

j∈Z
3j

∑

I triadic
|I|=3−j

∣∣∣
∫

R2

h(x)f(y)g(	x	 y)h̃I(x)h̃I(y)dxdy
∣∣∣.

Decompose the function g into the triadic Walsh-Fourier series,

g(z) = |I|−1

∞∑

n=0

〈g, w̃I,n〉w̃I,n(z),

i.e.

g(	x	 y) = |I|−1
∞∑

n=0

〈g, w̃I,n〉w̃I,n(x)w̃I,n(y),

where w̃I,n are now the L∞ normalized Walsh functions, while we keep the notation
wI,n for the L2 normalized ones. Plugging in and using

w̃I,mw̃I,n = w̃I,m⊕n

finally gives

Λ̃3(f, g, h) =
∑

j∈Z
32j

∑

I triadic
|I|=3−j

∣∣∣
∞∑

n=0

∫

R2

h(x)f(y)〈g, w̃I,n〉w̃I,n	1(x)w̃I,n⊕1(y)dxdy
∣∣∣

≤
∑

I triadic interval

∞∑

n=0

|I|−2
∣∣〈f, w̃I,n⊕1〉〈g, w̃I,n〉〈h, w̃I,n	1〉

∣∣

≤
∑

I triadic interval

∞∑

n=0

|I|−1/2
∣∣〈f, wI,n⊕1〉〈g, wI,n〉〈h, wI,n	1〉

∣∣.

The right hand side can now be written as three mutually similar sums of the form

Λ(f, g, h) =
∑

T tritile

|IT |−1/2
∣∣〈f, wP0

〉〈g, wP1
〉〈h, wP2

〉
∣∣.

The sum is taken over all tritiles T = IT × ΩT vertically divided into three tiles
P0, P1, P2.
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P2

P1

P0

T =

Theorem 12. The estimate

|Λ(f, g, h)| .p,q,r ‖f‖Lp(R)‖g‖Lq(R)‖h‖Lr(R) (6)

holds for 1
p

+ 1
q

+ 1
r

= 1, 2 < p, q, r <∞.

In all that follows, a tritile will be a rectangle of area 3 whose sides are triadic
intervals. A fundamental property of tritiles we will use in the proof is that if
the lower thirds P0 of some collection of tritiles all intersect, then their middle
thirds P1 are mutually disjoint and the same holds for their upper thirds P2. Two
analogous properties, for intersecting middle or upper thirds, are equally obvious.

The rest of the section is dedicated to the proof of the above theorem. It closely
follows [30], with only a few details written as in [17]. Before we do anything, let
us observe that by the usual limiting arguments we can assume that f, g, h are
bounded compactly supported functions and also that is it enough to consider
only tritiles T such that |IT | ≥ 3−N for some “large” fixed positive integer N . The
bound we prove will not depend on N so we will be able to take N → ∞. The
advantage of these restrictions is that they make all of the following arguments
finite.

We can define partial order on the set of all tritiles T by

T � T ′ if and only if IT ⊆ IT ′ and ΩT ⊇ ΩT ′ .

Observe that tritiles T and T ′ are comparable if and only if T ∩T ′ 6= ∅. A collection
of tritiles C is convex if for any three tritiles T, T ′, T ′′

(T � T ′ � T ′′) & (T, T ′′ ∈ C) ⇒ T ′ ∈ C.

Lemma 13. If C is any finite convex collection of tritiles, then the union of C
(as a subset of (R+)2) can be decomposed into a collection D of mutually disjoint
tiles. In particular, the orthogonal projection Π∪C = Π∪D makes sense. Moreover,
the collection D can be chosen in a way that it “preserves” minimal tritiles in C;
more precisely, if T is any minimal tritile in C, then T decomposes horizontally
into three disjoint tiles from D.
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Proof of Lemma 13. We can prove the statement by the induction on the total
number of tritiles in C. It clearly holds when C is either empty or consists of a
single tritile. Suppose that we are given a nonempty finite convex collection C,
take a maximal tritile T ∈ C, and suppose that it is divided horizontally into tiles
R0, R1, R2. For some i consider a tritile Qi which can be divided vertically into Ri

and two other tiles.

• If no tritiles from C \ {T} intersect Ri, then Ri can be chosen for the output
collection.

• If there exists a tritile T ′ ∈ C \ {T} intersecting Ri, then T ′ � Qi � T . By
the convexity of C we must have Qi ∈ C. Therefore, C \ {T} covers Ri, so
this tile can be discarded for now.

Since T was maximal, the collection C \ {T} is still convex and the induction
hypothesis applies.

Lemma 14. For any tritile T divided vertically into tiles P0, P1, P2 we have

1
3
‖ΠTf‖L∞ ≤ |IT |−1/2 max

1≤j≤3
|〈f, wPj

〉| ≤ ‖ΠTf‖L∞.

Proof of Lemma 14. Observe that by the recurrence relations for Walsh functions
we easily get

‖ΠTf‖L∞ = ‖〈f, wP0
〉wP0

+ 〈f, wP1
〉wP1

+ 〈f, wP2
〉wP2

‖L∞

= |IT |−1/2 max
{∣∣〈f, wP0

〉 + 〈f, wP1
〉 + 〈f, wP2

〉
∣∣,∣∣〈f, wP0

〉 + 〈f, wP1
〉ω + 〈f, wP2

〉ω2
∣∣,∣∣〈f, wP0

〉 + 〈f, wP1
〉ω2 + 〈f, wP2

〉ω
∣∣}.

The lemma is now obvious by the triangle inequality.

Let the density of a tritile T with respect to a function f be defined as

δ(T, f) := sup
T ′�T

‖ΠT ′f‖L∞ .

Observe that δ(T, f) decays to 0 as |IT | grows, simply because f is bounded and
compactly supported. Also, the tritiles with δ(T, f) = 0 can be discarded from Λ.

We introduce the collections of tritiles that have comparable density. For any
k ∈ Z we define

Pf
k :=

{
T : 2k ≤ δ(T, f) < 2k+1

}
,
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and let Mf
k denote the family of maximal tritiles in Pf

k . Collections Pg
k , Mg

k, Ph
k ,

Mh
k are defined analogously. Furthermore, for any triple of integers k1, k2, k3 we

set
Pk1,k2,k3 := Pf

k1
∩ Pg

k2
∩ Ph

k3
,

and let Mk1,k2,k3 denote the family of maximal tritiles in Pk1,k2,k3. Let us enu-
merate the tritiles from Mk1,k2,k3 as Q1, Q2, . . .. For each i we can consider the
subcollection of Pk1,k2,k3 consisting only of tritiles that are dominated by Qi, i.e.

Ti := {T ∈ Pk1,k2,k3 : T � Qi}.

Some of the tritiles might belong to more than one such collection, but this is
allowed. Note that Ti is a finite convex collection of tritiles with Qi as its greatest
element with respect to �. Convexity follows simply from the fact that the density
δ(·, f) is monotonically decreasing with respect to the partial order �. We can say
that each Ti is a convex tree having Qi as its root.

For each tree of tritiles T we introduce the form ΛT (f, g, h), defined in exactly
the same way as Λ, but summing over tritiles T ∈ T only. If T is any tree of tritiles
from Pk1,k2,k3 obtained by applying the previous procedure, the key estimate we
need to show is the so-called single tree estimate:

|ΛT (f, g, h)| . 2k1+k2+k3|IT |, (7)

where IT is the frequency interval of the root of T .
In order to prove it we denote the root of T simply by Q and further split T

into three subcollections all having Q in common (but otherwise disjoint),

T0 := {T ∈ T : ΩP0
⊇ ΩQ},

T1 := {T ∈ T : ΩP1
⊇ ΩQ},

T2 := {T ∈ T : ΩP2
⊇ ΩQ}.

Observe that Ti need not be convex. Without loss of generality let us concentrate
on T0. For tritiles T ∈ T0 the middle thirds P1 are mutually disjoint tiles and the
upper thirds P2 are also mutually disjoint. Consequently, the corresponding wave
packets wP1

are mutually orthogonal and the same is true for wP2
. Also recall that

by Lemma 14 and the construction

|IT |−1/2|〈f, wP0
〉| ≤ ‖ΠTf‖L∞(R) ≤ δ(T, f) ≤ 2k1+1.
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Therefore we estimate
∑

T∈T0

|IT |−1/2
∣∣〈f, wP0

〉〈g, wP1
〉〈h, wP2

〉
∣∣

.
∑

T∈T0

2k1
∣∣〈g, wP1

〉〈h, wP2
〉
∣∣

≤ 2k1
( ∑

T∈T0

|〈g, wP1
〉|2

)1/2( ∑

T∈T0

|〈h, wP2
〉|2

)1/2

≤ 2k1‖Π∪T g‖L2(R)‖Π∪T h‖L2(R).

Here the orthogonal projection Π∪T corresponding to the area of the whole tree
∪T =

⋃
T∈T T appears. We could have introduced it because of Lemma 13 and

the fact that T is convex. Observe that Π∪T g is supported on IT and that we
have ‖Π∪T g‖L∞(R) . 2k2. To see this we take x ∈ IT and the minimal Tmin ∈ T
containing x. By Lemma 13 again we can write

Π∪T g = ΠTmin
g + Π(∪T )\Tmin

g

and observe that the two functions on the right hand side have disjoint time sup-
ports, so

(Π∪T g)(x) = (ΠTmin
g)(x) and |(ΠTmin

g)(x)| ≤ δ(Tmin, g) ≤ 2k2+1.

Finally,
2k1‖Π∪T (g)‖L2(R)‖Π∪T (h)‖L2(R) ≤ 2k12k2 |IT |1/22k3 |IT |1/2,

which is what we needed.

∗∗ ∗
We decompose Λ into a sum of ΛT over all k1, k2, k3 ∈ Z and all trees T with

roots from Mk1,k2,k3. In order to finish the proof of (6) using (7), it remains to
show ∑

k1,k2,k3∈Z
2k1+k2+k3

∑

Q∈Mk1,k2,k3

|IQ| .p,q,r ‖f‖Lp‖g‖Lq‖h‖Lr . (8)

The trick is in the following observation. Fix any triple k1, k2, k3 ∈ Z and
some Q ∈ Mf

k1
. Consider the collection of all Q′ ∈ Mk1,k2,k3 that are � Q. They

are incomparable by maximality, but their frequency intervals ΩQ′ contain ΩQ.
Therefore their time intervals IQ′ must be disjoint and are also contained in IQ, so

∑

Q′∈Mk1,k2,k3

Q′�Q

|IQ′| ≤ |IQ|.
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We can now sum over all Q ∈ Mf
k1

and observe that each Q′ ∈ Mk1,k2,k3 appears
at least once on the left hand side, since it is certainly dominated by some maximal
element in the bigger collection. Therefore,

∑

Q′∈Mk1,k2,k3

|IQ′| ≤
∑

Q∈Mf
k1

|IQ|.

The same is true with Mg
k2

and Mh
k3

. Thus, it suffices to prove

∑

k1,k2,k3∈Z
2k1+k2+k3 min

( ∑

Q∈Mf
k1

|IQ|,
∑

Q∈Mg
k2

|IQ|,
∑

Q∈Mh
k3

|IQ|
)

.p,q,r ‖f‖Lp‖g‖Lq‖h‖Lr . (9)

Lemma 15. For 2 < p <∞ we have

∑

k∈Z
2pk

∑

Q∈Mf
k

|IQ| .p ‖f‖pLp.

Proof of Lemma 15. Consider the following version of the maximal function,

M2f := sup
I triadic interval

( 1

|I|

∫

I

|f |2
)1/2

1I .

Clearly, M2f is bounded by the square root of the uncentered maximal function
applied to |f |2, which yields that M2 is bounded on Lp(R) for any 2 < p <∞.

For each Q ∈ Mf
k and any tritile Q̃ such that Q̃ � Q we know that Q̃ 6∈ Pf

k

(by the maximality of Q), i.e. ‖ΠQ̃f‖L∞ < 2k, so

‖ΠQf‖L∞ = δ(Q, f) ≥ 2k.

Furthermore, if we decompose Q vertically into tiles P0, P1, P2, then by Lemma 14
we can choose one of them, denoted by PQ, such that

|IQ|−1/2|〈f, wPQ
〉| ≥ 1

3
2k > 2k−2. (10)

Therefore, for x ∈ IQ we have

(M2f)(x) ≥
( 1

|IQ|

∫

IQ

|f |2
)1/2

≥ 1

|IQ|

∫

IQ

|f | ≥ |〈f, w̃PQ
〉|

|IQ|
=

|〈f, wPQ
〉|

|IQ|1/2
> 2k−2,
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which gives us
IQ ⊆ Ak := {M2f > 2k−2}.

However, we have not yet used orthogonality arguments. Recall that the tritiles
in Mf

k are mutually disjoint (by maximality), so {PQ : Q ∈ Mf
k} is a collection of

disjoint tiles. By (10) and orthogonality of the wave packets wPQ
we have

∑

Q∈Mf
k

|IQ| . 2−2k
∑

Q∈Mf
k

|〈f, wPQ
〉|2 = 2−2k

∑

Q∈Mf
k

|〈f1Ak
, wPQ

〉|2 ≤ 2−2k‖f‖2L2(Ak)
.

Consider the collection of all maximal triadic intervals J contained in Ak; they are
disjoint and cover Ak completely. For any such J take J̃ to be the unique three
times larger triadic interval containing J , so by the maximality we know

( 1

|J̃ |

∫

J̃

|f |2
)1/2

≤ 2k−2,

which implies ∫

J

|f |2 . 22k|J |.

Summing over all such J we obtain

‖f‖2L2(Ak)
. 22k|Ak|.

Finally,
∑

k∈Z
2pk

∑

Q∈Mf
k

|IQ| .
∑

k∈Z
2(p−2)k‖f‖2L2(Ak)

.
∑

k∈Z
2pk|Ak|

=
∑

k∈Z
2pk|{M2f > 2k−2}| ∼p ‖M2f‖pLp .p ‖f‖pLp,

because M2 is bounded on Lp(R). This completes the proof of the lemma.

In order to bound (9), we split it into three parts, depending on which of the
numbers

2pk1

‖f‖pLp

,
2qk2

‖g‖qLq

,
2rk3

‖h‖rLr

is the largest. By obvious symmetry it is enough to show how to bound the part
of the sum when 2pk1

‖f‖p
Lp

≥ 2qk2
‖g‖q

Lq
and 2pk1

‖f‖p
Lp

≥ 2rk3
‖h‖r

Lr
. Write

∑

k1∈Z

2pk1

‖f‖pLp

( ∑

Q∈MF
k1

|IQ|
) ∑

k2,k3

(
2qk2/‖g‖qLq

2pk1/‖f‖pLp

) 1
q
(

2rk3/‖h‖rLr

2pk1/‖f‖pLp

) 1
r

.p,q,r 1 ,

sum the two convergent geometric series, and finally use Lemma 15.
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2.5 The Carleson operator

Suppose that we want to recover f ∈ L2(R) from its Fourier transform. There are
many ways of doing that, but the most natural would probably be

lim
R→+∞

∫ R

−R

f̂(ξ)e2πixξdξ = f(x) for a.e. x ∈ R. (11)

Note that we are not allowed to integrate f̂(ξ)e2πixξ over the real line immediately,
as f̂ is an L2 function and might not be in L1(R). This statement turned out
to be extremely difficult to prove and is today known as the Carleson theorem
[5]. The reader might have heard about this problem for the Fourier series on
the torus T, but these two are essentially equivalent via the so-called transference
principle between R and T. The pointwise convergence is clear on a dense subclass
of functions, say when f is a Schwartz function, so it is enough to bound the
maximal partial integral:

∥∥∥∥ sup
R>0

∣∣∣
∫ R

−R

f̂(ξ)e2πixξdξ
∣∣∣
∥∥∥∥
L2
x(R)

. ‖f‖L2(R).

Even the weak L2 norm on the left hand side would suffice, but we will not introduce
these.

One of the previous exercises was to present the partial Fourier integrals

(SRf)(x) :=

∫ R

−R

f̂(ξ)e2πixξdξ

as
SR = i

2

(
M−RHMR − MRHM−R

)
,

where H is the Hilbert transform. Therefore we actually need to bound the max-
imally modulated Hilbert transform, named the Carleson operator,

(Cf)(x) := sup
R∈R

∣∣∣p.v.
∫

R

f(x− t)eiRt dt

t

∣∣∣.

What Carleson actually did in 1966 was that he proved the weak L2 bound for C,
but even more is true.

Theorem 16 (The Carleson-Hunt theorem, [5],[16]). The estimate

‖Cf‖Lp(R) .p ‖f‖Lp(R)

holds for any 1 < p <∞.
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This theorem actually implies (11) for any f ∈ Lp(R), 1 < p < ∞. Alterna-
tively, we can integrate only over T ≡ [−1

2
, 1
2
).

∗∗ ∗
The proof of boundedness of the Carleson operator also uses time-frequency

analysis, quite similarly as it was done for the BHT, but it is too lengthy for
this course. We will rather explain a beautiful observation of C. Demeter and C.
Thiele how it can actually be encoded into a single multilinear singular integral
form! Then in Section 2.6 we will prove a boundedness result on a dyadic version
of that form, using much simpler time-frequency arguments.

The first step is to use “the worst choice function” N : R → R, which real-
izes the supremum in Cf . Therefore we actually need bounds for the linearized
operator

(CNf)(x) := p.v.

∫

T

f(x− t)eiN(x)t dt

t
(12)

independently of the function N . Note that N is only measurable.
Demeter and Thiele [9] studied two-dimensional variants of the bilinear Hilbert

transform and one of its instances is

Λ(F1, F2, F3) :=

∫

T4

F1(x− s, y − t)F2(x− t, y)F3(x, y)K(s, t)dxdydsdt,

where K denotes a 2D Calderón-Zygmund kernel. For instance, one can take

K(s, t) =

∞∑

k=0

ϕk(s)ψk(t),

where ϕk(s) = 2kϕ(2ks), ψk(t) = 2kψ(2kt), ϕ is a C∞ positive function supported
in [−1

4
, 1
4
] with integral 1, and ψ is a C∞ function such that

∑∞
k=0 ψk(t) = 1

t
for

t ∈ [−1
4
, 1
4
] \ {0}. Let us also take F1, F2, F3 to be of the form

F1(x, y) = f(y), F2(x, y) = e−ixN(y)g(y), F3(x, y) = eixN(y)h(y)

for some one-dimensional functions f, g, h. After this substitution Λ(F1, F2, F3)
becomes

∫

T4

f(y − t)e−i(x−t)N(y)g(y)eixN(y)h(y)
1

t
dxdydsdt

=

∫

T2

f(y − t)eitN(y)g(y)h(y)dtdy =

∫

T

(CNf) g h.

46



2. LINEAR AND MULTILINEAR SINGULAR INTEGRALS 2.6. YET ANOTHER TRILINEAR FORM

If we have an estimate for Λ,

|Λ(F1, F2, F3)| .p,q,r ‖F1‖Lp(R2)‖F2‖Lq(R2)‖F3‖Lr(R2) (13)

for some triple of exponents 1 < p, q, r < ∞, 1
p

+ 1
q

+ 1
r

= 1, then it immediately
implies ∣∣∣

∫

R

(CNf) g h
∣∣∣ .p,q,r ‖f‖Lp(R)‖g‖Lq(R)‖h‖Lr(R),

i.e. Theorem 16 holds for such p. Actually, Demeter and Thiele showed (13) under
an additional constraint p, q, r > 2, which consequently implies (11) for 2 < p <∞
and thus only slightly misses the L2 case. Actually, we will prove bound (13) with
p = 2, q = r = 4 in the next section, but for a dyadic model of Λ, which does not
quite imply the Carleson theorem, but is still interesting.

2.6 Yet another trilinear form

This section attempts to incorporate one rather powerful technique, known as
the method of Bellman functions, into the time-frequency analysis. The proofs
obtained this way are often conceptually simple and elegant. A slight disadvantage
is that the technique primarily works in the Cantor group models and then one
additionally has to transfer the result to the Euclidean case, which sometimes
might not work. As a rule of thumb, the proofs using wavelet systems alone can
be transferred easily, while for the ones using wave packets we need to rewrite
the proof from scratch. However, very often the intuition is gained by considering
these “toy models”. The material in this section is mostly taken from [18].

We turn back to the trilinear form related to the Carleson operator from the
previous chapter. In the dyadic model the kernel K will be replaced by

KW(s, t) :=
∞∑

k=0

22k1[0,2−k)(s)h̃[0,2−k)(t).

Here 1I denotes the characteristic function of an interval I, while h̃I is the L∞

normalized dyadic Haar wavelet. Demeter considers the following trilinear form in
[8]:

Λ(F1, F2, F3) :=

∞∑

k=0

22k

∫

[0,1)4
F1(x⊕ s, y ⊕ t)F2(x⊕ t, y)F3(x, y)

1[0,2−k)(s) h̃[0,2−k)(t) dxdydsdt.

Here we prove a single Lp estimate for Λ.
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Theorem 17. |Λ(F1, F2, F3)| . ‖F1‖L2([0,1)2)‖F2‖L4([0,1)2)‖F3‖L4([0,1)2).

We perform the time-frequency decomposition of the form. Let D+ denote
the family of dyadic intervals in [0,+∞). For each I ∈ D+ its left half will be
denoted I0 and its right half will be denoted I1. A dyadic step function on R will
simply be a finite linear combination of characteristic functions of intervals from
D+. Similarly, a dyadic step function on R2 means a finite linear combination of
characteristic functions of dyadic rectangles, i.e. rectangles with sides in D+.

Let us introduce the notation

[f(x)]x,I×Ω = [f(x)]x,I,n :=
1

|I|

∫

I

f(x)w̃I,n(x)dx

for a locally integrable function f and for

I =
[
2−k`, 2−k(`+ 1)

)
, Ω =

[
2kn, 2k(n+ 1)

)
,

k, `, n ∈ Z, `, n ≥ 0. In particular, [f(x)]x,I,0 is the ordinary average of f on I.
We want to emphasize notationally in which variable we are averaging, because
we will be dealing with expressions in several variables.

Fix three real-valued dyadic step functions F1, F2, F3 supported on [0, 1)2. Take
a positive integer M that is large enough so that F1, F2, F3 are constant on dyadic
squares with sides of length 2−M . No estimates will depend on M and we only
use it to keep the arguments finite. Finally, since the estimate we are proving is
homogenous, we can normalize the functions by

‖F1‖L2 = 1, ‖F2‖L4 = ‖F3‖L4 = 1.

We begin to decompose Λ by breaking the integrals over [0, 1) in x and y into
integrals over dyadic intervals of length 2−k. Then we change h̃[0,2−k) to w̃[0,2−k),1:

Λ(F1, F2, F3) =

∞∑

k=0

22k
∑

I,J∈D+, I,J⊆[0,1)

|I|=|J |=2−k

∫

R4

F1(x⊕ s, y ⊕ t)F2(x⊕ t, y)F3(x, y)

1I(x)1J(y)1[0,2−k)(s)w̃[0,2−k),1(t) dxdydsdt.

We substitute x1 = x⊕ s, x2 = x⊕ t, x3 = x, so that s = x1⊕x3 and t = x2⊕x3.
Note that translation s 7→ x⊕ s preserves the Lebesgue measure and that it also
preserves dyadic intervals of length 2−k. Using these facts we get

Λ(F1, F2, F3) =

M−1∑

k=0

22k
∑

I,J∈D+, I,J⊆[0,1)

|I|=|J |=2−k

∫

R4

F1(x1, y ⊕ x2 ⊕ x3)F2(x2, y)F3(x3, y)

w̃I,0(x1)w̃I,1(x2)w̃I,1(x3)w̃J,0(y) dx1dx2dx3dy.
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Decomposing into the Walsh-Fourier series in the second variable we get

F1(x1, y ⊕ x2 ⊕ x3) =

2M|J |−1∑

n=0

[F1(x1, y1)]y1,J,n w̃J,n(y ⊕ x2 ⊕ x3)

for x1, x2, x3 ∈ I, y ∈ J . Here we recall that [F1(x1, y1)]y1,J,n vanishes when
n ≥ 2M |J |, because of our assumptions on F1, F2, F3. The character properties
give

w̃J,n(y ⊕ x2 ⊕ x3)w̃I,0(x1)w̃I,1(x2)w̃I,1(x3)w̃J,0(y)

= w̃I,0(x1)w̃I,n⊕1(x2)w̃I,n⊕1(x3)w̃J,n(y),

and since |I × J | = 2−2k, the form finally becomes

Λ(F1, F2, F3) =
∑

I,J∈D+

I,J⊆[0,1)
|I|=|J |≥2−M+1

∑

0≤n<2M|I|
|I × J |

[
[F1(x1, y1)]x1,I,0

]
y1,J,n

[
[F2(x2, y)]x2,I,n⊕1 [F3(x3, y)]x3,I,n⊕1

]
y,J,n

. (14)

∗∗ ∗

Let us now construct a time-frequency Bellman function. A rectangular cuboid
I × J × Ω formed by I, J,Ω ∈ D+ will be called a tile if |I| = |J | = |Ω|−1 and a
multitile if |I| = |J | = 2|Ω|−1. We will only be interested in tiles and multitiles
contained in [0, 1)2×[0, 2M). Therefore we define the collections:

Tk :=
{
I×J×Ω is a tile : I, J ⊆ [0, 1), Ω ⊆ [0, 2M), |I| = 2−k

}
,

T :=
⋃M

k=0Tk,

Mk :=
{
I×J×Ω is a multitile : I, J ⊆ [0, 1), Ω ⊆ [0, 2M), |I| = 2−k

}
,

M :=
⋃M−1

k=0 Mk.

A multitile P = I × J × Ω can be divided “horizontally” into four tiles

P0,0 := I0×J0×Ω, P0,1 := I0×J1×Ω, P1,0 := I1×J0×Ω, P1,1 := I1×J1×Ω

and “vertically” into two tiles

P 0 := I × J × Ω0, P 1 := I × J × Ω1.
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For any function on tiles B : T → R we define its first-order difference as a function
on multitiles �B : M → R given by the formula

(�B)(P ) :=
1

4

∑

α,β∈{0,1}
B(Pα,β) −

∑

γ∈{0,1}
B(P γ).

Note that (14) can now be rewritten as

Λ =
∑

I×J×Ω∈M
|I × J | A(I × J × Ω), (15)

where A : M → R is given by

A(I×J×Ω) :=
∑

γ∈{0,1}

[
[F1(x, y)]x,I,0

]
y,J×Ωγ[

[F2(x, y)]x,I×Ωγ⊕1
[F3(x, y)]x,I×Ωγ⊕1

]
y,J×Ωγ

.

This follows from the fact that n and n⊕1 are two consecutive nonnegative integers
and the smaller one is even, so the union of

I × J ×
[

n
|I| ,

n+1
|I|

)
and I × J ×

[
n⊕1
|I| ,

(n⊕1)+1
|I|

)

constitutes a multitile from M.
We will be writing I × J × Ω for a generic multitile. In order to control A we

need to introduce several relevant expressions. Define Bi : T → R, i = 1, 2, 3, 4, 5
by

B1(I×J×Ω) :=
[

[F1(x, y)]x,I,0
]
y,J×Ω

[
[F2(x, y)]x,I×Ω [F3(x, y)]x,I×Ω

]
y,J×Ω

,

B2(I×J×Ω) :=
[

[F1(x, y)]x,I,0
]2
y,J×Ω

,

B3(I×J×Ω) :=
[

[F2(x, y)]x,I×Ω [F3(x, y)]x,I×Ω

]2
y,J×Ω

,

B4(I×J×Ω) :=
[

[F2(x, y)]2x,I×Ω

]2
y,J,0

,

B5(I×J×Ω) :=
[

[F3(x, y)]2x,I×Ω

]2
y,J,0

.

We remark that the scope of each averaging variable (i.e. x or y) is only inside
the corresponding bracket. Finally, denote

B− := B1 − B2 − 1
2
B3 − 1

2
B4 − 1

2
B5 and B+ := B1 + B2 + 1

2
B3 + 1

2
B4 + 1

2
B5.

The key local estimate is contained in the following lemma. We omit the proof
as it is purely computational and the reader can find the details in [18].
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Lemma 18. For every I × J × Ω ∈ M we have

�B−(I×J×Ω) ≤ A(I×J×Ω) ≤ �B+(I×J×Ω).

Now we complete the proof of Theorem 17. We introduce two auxiliary expres-
sions

Ξ+
k :=

∑

I×J×Ω∈Tk

|I × J | B+(I × J × Ω), Ξ−
k :=

∑

I×J×Ω∈Tk

|I × J | B−(I × J × Ω)

for k = 0, 1, 2, . . . ,M . By definition of the operator � we have

Ξ±
k+1 − Ξ±

k =
∑

I×J×Ω∈Mk

|I × J | (�B±)(I × J × Ω).

Summing for k = 0, 1, . . . ,M−1, using (15), and applying Lemma 18 we conclude

Ξ−
M − Ξ−

0 ≤ Λ ≤ Ξ+
M − Ξ+

0 .

However, it is easy to control “single scale quantities” Ξ±
M and Ξ±

0 ,

|Ξ±
M | . 1, |Ξ±

0 | . 1,

which proves the estimate
|Λ(F1, F2, F3)| . 1

and finally establishes Theorem 17.

∗∗ ∗ ∗∗ ∗ ∗∗ ∗

We tried to present some of the techniques from time-frequency analysis used
for bounding singular integrals. After learning the main ideas in the Cantor group
“toy model” the reader should have less difficulties going through the proofs in the
classical setting, given in the papers [20],[21],[22].
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