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1. Category Theory

1.1. Categories.

Lecture of August 23, 2021

1.1.1. Definition of category.

Definition 1.1. A category C consists of the following data:
1
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(1) a collection of objects, denoted ObpC q,

(2) for each pair of objects A,B P ObpC q, a set HomC pA,Bq of morphisms (also known as arrows) from

A to B,

(3) for each triple of objects A,B,C P ObpC q, a function

HomC pA,Bq ˆHomC pB,Cq ÝÑ HomC pA,Cq

written as pα, βq ÞÑ β ˝ α that we call the composition rule.

These data are required to satisfy the following axioms:

(1) (Disjointness) the Hom sets are disjoint: if A ‰ A1 or B ‰ B1, then

HomC pA,Bq XHomC pA
1, B1q “ ∅.

(2) (Identities) for every object A, there is an identity morphism 1A P HomC pA,Aq such that 1A ˝f “ f

and g ˝ 1A “ g for all f P HomC pB,Aq and all g P HomC pA,Bq.

(3) (Associativity) composition is associative: f ˝ pg ˝ hq “ pf ˝ gq ˝ h.

Remark 1.2. (1) The word “collection” as opposed to “set” is important here. The point is that there

is no set of all sets, but by utilizing bigger collecting objects in set theory, we can sensibly talk

about the collection of all sets. We’ll sweep all of the set theory under the rug there, but it’s worth

keeping in mind that the objects of a category don’t necessarily form a set. We did assume that the

collections of morphisms between a pair of objects form a set, though not everyone does.

(2) The first axiom above guarantees that every morphism α in a category C has a well-defined source

and target in ObpC q, namely, the unique A and B (respectively) such that α P HomC pA,Bq.

The name arrow dovetails with the common practice of depicting a morphism α P HomC pA,Bq as

A
α
ÝÑ B.

The composition of A
α
ÝÑ B and B

β
ÝÑ C is A

β˝α
ÝÝÑ C.

Optional Exercise 1.3. Prove that every element in a category has a unique identity morphism (i.e., a

unique morphism that satisfies the hypothesis of axiom (2)).

1.1.2. Examples of categories. Many of our favorite objects from algebra naturally congregate in categories!

Example 1.4. (1) There is a category Set where

‚ ObpSetq is the collection of all sets

‚ for two sets X, Y , HomSetpX,Y q is the the set of functions from X to Y

‚ the composition rule is composition of functions

We observe that every set has an identity function, which behaves as an identity for composition,

and that composition of functions is associative.

(2) There is a category Grp where

‚ ObpGrpq is the collection of all groups

‚ for two sets X, Y , HomGrppX,Y q is the the set of group homomorphisms from X to Y

‚ the composition rule is composition of functions

Note that the identity function on a group is a group homomorphism, and that a composition of two

group homomorphisms is a group homomorphism.

(3) There is a category Ab where
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‚ ObpAbq is the collection of all abelian groups

‚ for two sets X, Y , HomAbpX,Y q is the the set of group homomorphisms from X to Y

‚ the composition rule is composition of functions

(4) In this class,

‚ A semigroup is a set S with an associative operation ¨ that has an identity element; some may

prefer the term monoid , but I don’t.

‚ A semigroup homomorphism from semigroups S Ñ T is a function that preserves the operation

and maps the identity element to the identity element.

There is a category Sgrp where the objects are all semigroups and the morphisms are semigroup

homomorphisms. (The composition rule is composition again.)

(5) In this class,

‚ A ring is a set R with two operations ` and ¨ such that pR,`q is abelian group, with identity

0, and pR, ¨q is a semigroup with identity 1, and such that the left and right distributive laws

hold: pr ` sqt “ rt` st and tpr ` sq “ tr ` ts.

‚ A ring homomorphism is a function that preserves ` and ¨ and sends 1 to 1.

There is a category Ring where the objects are all rings and the morphisms are ring homomorphisms.

(6) Let R be a ring. In this class,

‚ A left R-module is an abelian group pM,`q equipped with a pairing R ˆM Ñ M , written

pr,mq ÞÑ rm or pr,mq ÞÑ r ¨m such that

(a) r1pr2mq “ pr1r2qm,

(b) pr1 ` r2qm “ r1m` r2m,

(c) rpm1 `m2q “ rm1 ` rm2, and

(d) 1m “ m.

‚ A left module homomorphism or R-linear map between left R-modules φ : M Ñ N is a homo-

morphism of abelian groups from pM,`q Ñ pN,`q such that φprmq “ rφpmq.

There is a category R´Mod where the objects are all left R-modules and the morphisms are R-linear

maps.

(7) There is a category Fld where the objects are all fields and the morphisms are all field homomor-

phisms.

(8) There is a category Top where the objects are all topological spaces and the morphisms are all

continuous functions.

Remark 1.5. There are two special cases of the category of R-modules that are worth singling out:

‚ Every abelian group M is a Z-module in a unique way, by setting

n ¨m “ m` ¨ ¨ ¨ `m
loooooomoooooon

n´times

and ´ n ¨m “ ´pm` ¨ ¨ ¨ `m
loooooomoooooon

n´times

q for n ě 0.

Thus, Ab is basically just Z´Mod.

‚ When R “ K happens to be a field, we are accustomed to calling K-modules vector spaces. Thus,

we might write K ´Vect for K ´Mod.

Lecture of August 25, 2021

Example 1.6. Here are some variations on the category K ´Vect.

(1) The collection of finite dimensional K-vector spaces with all linear transformations is a category;

call it K ´ vect .
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(2) The collection of all n-dimensional K-vector spaces with all linear transformations is a category.

(3) The collection of all K-vector spaces (or n-dimensional vector spaces) with linear isomorphisms is a

category.

(4) The collection of all K-vector spaces (or n-dimensional vector spaces) with nonzero linear transfor-

mations is not a category, since it’s not closed under composition.

(5) The collection of all n-dimensional vector spaces with singular linear transformations is not a cate-

gory, since it doesn’t have identity maps.

Example 1.7. (1) There is a category Set˚ of pointed sets where

‚ the objects are pairs pX,xq where X is a set and x P X,

‚ for two pointed sets, the morphisms from pX,xq to pY, yq are functions f : X Ñ Y such that

fpxq “ y,

‚ usual composition.

(2) For a commutative ring A,

‚ A commutative A-algebra is a commutative ring R plus a homomorphism φ : AÑ R.

‚ Slightly more generally, an A-algebra is a ring R plus a homomorphism φ : A Ñ R such that

φpAq lies in the center of R: r ¨ φpaq “ φpaq ¨ r for any a P A and r P R. (In the more general

situation, A is still commutative but R may not be.)

‚ An A-algebra homomorphism between two A-algebras pR,φq and pS, ψq is a ring homomorphism

α : RÑ S such that α ˝ φ “ ψ.

The category of A-algebras is denoted A ´ Alg , and the category of commutative A-algebras is

A´ cAlg .

(3) Fix a field K, and define a category MatK as follows: the objects are the positive natural numbers

n P Ną0, and HomC pa, bq is the set of b ˆ a matrices with entries in K. To see this as a category,

we need a composition rule. Given B P HomC pb, cq and A P HomC pa, bq, take the composition

A ˝ B P HomC pa, cq to be the product AB. Since matrix multiplication is associative, axiom (3)

holds, and the nˆn identity matrix serves as an identity morphism in the sense of axiom (2). Finally,

if A P HomC pa, bqXHomC pa
1, b1q, then A is a bˆ a matrix and a b1ˆ a1 matrix, so a “ a1 and b “ b1.

Notably, the morphisms in this category are not functions.

We can also make a bunch of categories in a hands-on way as follows:

Example 1.8. Let pP,ďq be a poset. We define a category POpP q from P as follows. The objects of

POpP q are just the elements of P . For each pair a, b P P with a ď b, form a symbol f ba. Then we set

HomPOpP qpa, bq “

$

&

%

tf bau if a ď b

∅ otherwise.

There is only one possible composition rule:

HomPOpP qpa, bq ˆHomPOpP qpb, cq ÝÑ HomPOpP qpa, cq

when a ď b and b ď c we also have a ď c, and the unique pair on the left must map to the unique element

on the right, so f cb ˝ f
b
a “ f ca; when either a � b or b � c, there is nothing to compose!

Each morphism f ba is in only one Hom set (with source a and target b). Composition is associative since

there is at most one function between one element sets. For any a, faa P HomPOpP qpa, aq is the identity

morphism.
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For a specific example, we can think of Ną0 as a category this way. Drawing all of the morphisms would

be a mess, but any morphism is a composition of the ones depicted:

1 ÝÑ 2 ÝÑ 3 ÝÑ 4 ÝÑ 5 ÝÑ ¨ ¨ ¨ .

Note that the objects of this category are exactly the same as in Example 1.7(3), but with much fewer

morphisms!

Example 1.9. A category with one object is nothing but a semigroup.

1.1.3. Constructions of categories. Here are a few more basic constructions of categories:

Definition 1.10. Given a category C , the opposite category C op is the category with ObpC opq “ ObpC q,

and HomC pA,Bq “ HomC pB,Aq for all A,B P ObpC q.

That is, the opposite category is the “same category with the arrows reversed.” To avoid confusion, we

might write αop for the morphism B
αop

ÝÑ A in C op corresponding to A
α
ÝÑ B in C .

Definition 1.11. Given two categories C and D , the product category C ˆD is the category with ObpC ˆDq

given by the collection of pairs pC,Dq with C P ObpC q and D P ObpDq, and HomCˆDppA,Bq, pC,Dqq “

HomC pA,Cq ˆHomDpB,Dq. We leave it to you to pin down the composition rule.

Definition 1.12. A category D is a subcategory of another category C provided

(1) every object of D is an object of C

(2) for every A,B P ObpDq, HomDpA,Bq Ď HomC pA,Bq, and

(3) for every A
α
ÝÑ B and B

β
ÝÑ C in D , the composition of α and β in D equals the composition of α

and β in C .

If equality hold in (2) (for all A,B), we say that D is a full subcategory of C .

Example 1.13. Since every group is a set, and every homomorphism is a function, Grp is a subcategory of

Set. However, since not every function between groups is a homomorphism, Grp is not a full subcategory

of Set. Similarly, Ab, Ring, R´Mod, and Top are all subcategories of Set.

On the other hand, Ab is a full subcategory of Grp, and Grp is a full subcategory of Sgrp: a morphism

of abelian groups is a morphism of groups that happens to be between abelian groups (and likewise for

groups and semigroups)!

Lecture of August 27, 2021

1.2. Basic notions with morphisms.

Definition 1.14. A diagram in a category C is a directed multigraph whose vertices are objects in C and

whose arrows/edges are morphisms in C . A commutative diagram in C is a diagram in which for each pair

of vertices A,B, any two paths from A to B compose to the same morphism.

Example 1.15. To say that the diagram

A
α //

γ

��

B

β

��
C

δ // D

commutes is to say that β ˝ α “ δ ˝ γ in HomC pA,Dq.
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Definition 1.16. Let C be any category and A
α
ÝÑ B a morphism.

‚ α is an isomorphism if there exists B
β
ÝÑ A such that β ˝α “ 1A and α ˝β “ 1B . Such an β is called

the inverse of f .

‚ α has β as a left inverse if β ˝ α “ 1A. Similarly define right inverse.

‚ α is a monomorphism or is monic if for all arrows

C
β1 //
β2

// A
α // B

if αβ1 “ αβ2 then β1 “ β2. That is, α can be cancelled from the left.

‚ α is an epimorphism or is epic if for all arrows

A
α // B

β1 //
β2

// C

if β1α “ β2α then β1 “ β2. That is, α can be cancelled from the right.

Remark 1.17. Note that α has a left inverse in C if and only if αop has a right inverse in C op, and that α is

monic in C if and only if αop is epic in C op. We say that these are dual notions in category theory.

Lemma 1.18. If α has a left inverse, then α is monic. Similarly for “right inverse” and “epic”.

Proof. If β ˝ α “ 1A and γ1, γ2 are two morphisms from C Ñ A such that α ˝ γ1 “ α ˝ γ2, then

γ1 “ pβ ˝ αq ˝ γ1 “ β ˝ pα ˝ γ1q “ β ˝ pα ˝ γ2q “ pβ ˝ αq ˝ γ2 “ γ2.

Similarly for “right inverse” and “epic”. �

Example 1.19. In Set, the monomorphisms and left-invertible morphisms agree, and these are the injective

functions. The epimorphisms and right-invertible morphisms agree, and there are the surjective functions.

Optional Exercise 1.20. For any poset P , in POpP q, every morphism is both monic and epic, but no

nonidentity morphism has a left or right-inverse.

1.3. Category-theoretic constructions of objects. A property or construction is category theoretic if

can be described just in terms of the data of the category rather than aspects of a particular category.

Example 1.21. Can we identify ∅ in Set without looking at the objects’ and morphisms’ names? We can:

for every set S, there is a unique function f : ∅Ñ S; ∅ is the only set with this property.

Definition 1.22. (1) An object X in a category C is initial if there for every Y P ObpC q, there is a

unique morphism X Ñ Y .

(2) An object X in a category C is terminal if there for every Y P ObpC q, there is a unique morphism

Y Ñ X.

Example 1.23. (1) We just saw that ∅ is initial in Set. Any singleton is terminal.

(2) A group with only one element teu is both initial and terminal in Grp.

(3) Z is initial in Ring.

1.3.1. Definitions of product and coproduct.

Definition 1.24. Let C be a category, and tXλuλPΛ be a family of objects. A product of tXλuλPΛ is given

by an object P and a family of morphisms tpλ : P Ñ XλuλPΛ that is universal in the following sense:
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Given an object Y and a family of morphisms tfλ : Y Ñ XλuλPΛ, there is a unique morphism φ : Y Ñ P

such that pλ ˝ φ “ fλ for all λ.

Here is a diagram for the (first few) maps involved when Λ “ N is countable:

P
p1

&&p2

��

p3

��

��

X1

Y

φ

;;

f1

33

f2 //

f3

++

''

X2

X3

...

We can also take a “big picture” view of this universal property:

P
tpλu

""
Y

φ
??

tfλu

// tXλu,

where the squiggly arrows are again collections of maps instead of maps. The data of Y with a family of

maps to each Xλ is the sort of thing a product might be, so we may think of it as a “product candidate.”

In this way, we can think of a product as a “terminal product candidate.”

Lecture of August 30, 2021

Remark 1.25. Note that pP, tpλuλPΛq is a product of tXλuλPΛ if and only if the function

HomC pY, P q // Ś
λPΛ HomC pY,Xλq

φ � // ppλ ˝ φqλPΛ

is a bijection for all objects Y : the universal property says that everything in the target comes from a unique

thing in the source.

Definition 1.26. Let C be a category, and tXλuλPΛ be a family of objects. A coproduct of tXλuλPΛ is given

by an object C and a family of morphisms tiλ : Xλ Ñ CuλPΛ that is universal in the following sense:

Given an object Y and a family of morphisms tfλ : Xλ Ñ Y uλPΛ, there is a unique morphism φ : C Ñ Y

such that φ ˝ iλ “ fλ for all λ.
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Here is a diagram for the (first few) maps involved when Λ “ N is countable:

C

φ

��

...

55

++X3

i3

<<

f3 // Y

X2

i2

BB

f2

33

X1

i1

EE

f1

66

We can also take a “big picture” view of the universal property:

C
φ

��
tXλu

tiλu
==

tfλu

// Y,

where the squiggly arrows are now collections of maps instead of maps. We can again think of the coproduct

as the “initial coproduct candidate.”

Remark 1.27. Note that pC, tiλuλPΛq is a coproduct of tXλuλPΛ if and only if the function

HomC pC, Y q // Ś
λPΛ HomC pXλ, Y q

φ � // pφ ˝ iλqλPΛ

is a bijection for all objects Y : the universal property says that everything in the target comes from a unique

thing in the source.

Proposition 1.28. If pP, tpλ : P Ñ XλuλPΛq and pP 1, tp1λ : P 1 Ñ XλuλPΛq are both products for the same

family of objects tXλuλPΛ in a category C , then there is a unique isomorphism α : P
„
ÝÑ P 1 such that

p1λ ˝ α “ pλ for all λ. The analogous statement holds for coproducts.

Proof. We will just deal with products. The following picture is a rough guide:

P
α //

tpλu
,,

P 1
β //

tp1λu

**

P
tpλu

!!
tXλu

Since pP, tpλuq is a product and pP 1, tp1λuq is an object with maps to each Xλ, there is a unique map

β : P 1 Ñ P such that pλ ˝ β “ p1λ. Switching roles, we obtain a unique map α : P Ñ P 1 such that

p1λ ˝ α “ pλ.
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Consider the composition β ˝ α : P Ñ P . We have pλ ˝ β ˝ α “ p1λ ˝ α “ pλ for all λ. The identity map

1P : P Ñ P also satisfies the condition pλ ˝ 1P “ pλ for all λ, so by the uniqueness property of products,

β ˝ α “ 1P . We can again switch roles to see that α ˝ β “ 1P 1 . Thus α is an isomorphism. The uniqueness

of α in the statement is part of the universal property. �

Optional Exercise 1.29. Prove the analogous statement for coproducts.

We use the notation
ś

λPΛXλ to denote the (object part of the) product of tXλu and
š

λPΛXλ to denote

the (object part of the) coproduct of tXλu.

Observe that products and coproducts are dual notions in the same way as monic versus epic morphisms.

The product of a family in C is the coproduct of the same family in C op.

1.3.2. Products in familiar categories. The familiar notion of Cartesian product or direct product serves as

a product in many of our favorite categories. Let’s note first that given a family of objects tXλuλPΛ in any of

the categories Set,Sgrp,Grp,Ring, R´Mod,Top, the direct product
Ś

λPΛXλ is an object of the same

category:

‚ for sets, this is clear;

‚ for semigroups, groups, and rings, take the operation coordinate by coordinate: pxλqλPΛ ¨ pyλqλPΛ “

pxλ ¨ yλqλPΛ;

‚ for modules, addition is coordinate by coordinate, and the action is the same on each coordinate:

r ¨ pxλqλPΛ “ pr ¨ xλqλPΛ;

‚ for topological spaces, use the product topology.

Note that this is not true for fields!

Proposition 1.30. In each of the categories Set,Sgrp,Grp,Ring, R´Mod,Top, given a family tXλuλPΛ,

the direct product
Ś

λPΛXλ along with the projection maps πλ :
Ś

γPΛXγ Ñ Xλ forms a product in the

category.

Proof. We observe that in each category, the direct product is an object, and the projection maps πλ are

morphisms in the category.

Let C be one of these categories, and suppose that we have morphisms gλ : Y Ñ Xλ for all λ in C .

We need to show there is a unique morphism φ : Y Ñ
Ś

λPΛXλ such that πλ ˝ φ “ gλ for all λ. The last

condition is equivalent to pφpyqqλ “ pπλ ˝ φqpyq “ gλpyq for all λ, which is equivalent to φpyq “ pgλpyqqλPΛ,

so if this is a valid morphism, it is unique. Thus, it suffices to show that the map φpyq “ pgλpyqqλPΛ is a

morphism in C , which is easy to see in each case. �

1.3.3. Coproducts in familiar categories.

Example 1.31. Let tXλuλPΛ be a family of sets. The product of tXλuλPΛ is given by the cartesian product

along with the projection maps. The coproduct of tXλuλPΛ is given by the “disjoint union” with the various

inclusion maps. By disjoint union, we simply mean union if the sets are disjoint; in general do something

like replace Xλ with Xλ ˆ tλu to make them disjoint.

Proposition 1.32. Let R be a ring, and tMλuλPΛ be a family of left R-modules. A coproduct for the family

tMλuλPΛ is p
À

λPΛMλ, tιλuλPΛq, where

à

λPΛ

Mλ “ tpxλqλPΛ | xλ ‰ 0 for at most finitely many λu Ď
ź

λPΛ

Mλ

is the direct sum of the modules Mλ, and ιλ is the inclusion map to the λ coordinate.
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Lecture of September 1, 2021

Remark 1.33. If the index set Λ is finite, then the objects
ś

λPΛMλ and
À

λPΛMλ are identical, but the

product and coproduct are not the same since one involves projection maps and the other involves inclusion

maps.

Proof. Given R-module homomorphisms gλ : Mλ Ñ N for each λ, we need to show that there is a unique

R-module homomorphism α :
À

λPΛMλ Ñ N such that α ˝ ιλ “ gλ. We define

αppmλqλPΛq “
ÿ

λPΛ

gλpmλq.

Note that since pmλqλPΛ is in the direct sum, at most finitely many mλ are nonzero, so the sum on the right

hand side is finite, and hence makes sense in N . We need to check that α is R-linear; indeed,

αppmλq ` pnλqq “ αppmλ ` nλqq “
ÿ

gλpmλ ` nλq “
ÿ

gλpmλq `
ÿ

gλpnλq “ αppmλqq ` αppnλqq,

and the check for scalar multiplication is similar. For uniqueness of α, note that
À

λPΛMλ is generated by

the elements ιλpmλq for mλ PMλ. Thus, if α1 also satisfies α1 ˝ ιλ “ gλ for all λ, then αpιλpmλqq “ gλpmλq “

α1pιλpmλqq so the maps must be equal. �

Remark 1.34. For any indexing set Λ,
š

λPΛR is a free R-module. If R “ K happens to be a field, then
ś

λPΛK is free, since all vector spaces are free modules, but in general,
ś

λPΛR is not free for an infinite

set Λ.

Remark 1.35. ‚ In Top, disjoint unions serve as coproducts.

‚ In Sgrp and Grp, coproducts exist, and are given as free products. You may see or have seen them

in topology in the context of Van Kampen’s theorem.

‚ In Ring, the story is more complicated. Let’s note first that disjoint unions won’t work, since they

aren’t rings. Direct sums of infinitely many rings don’t have 1, so aren’t rings, but even finite direct

sums/products won’t work, since the inclusion maps don’t send 1 to 1. We will later on construct

coproducts in cRing , the full subcategory of Ring consisting of commutative rings.

1.4. Functors.

Definition 1.36. Let C and D be categories. A covariant functor F : C Ñ D is a mapping that assigns

to each object A P ObpC q an object F pAq P ObpDq and to each morphism α P HomC pA,Bq a morphism

F pαq P HomDpF pAq, F pBqq such that

(1) F preserves compositions, meaning F pα ˝ βq “ F pαq ˝ F pβq for all morphisms α, β in C , and

(2) F preserves identity morphisms, meaning F p1Aq “ 1F pAq for all objects A in C .

A contravariant functor F : C Ñ D is a mapping that assigns to each object A P ObpC q an object

F pAq P ObpDq and to each morphism α P HomC pA,Bq a morphism F pαq P HomDpF pBq, F pAqq such that

(1) F preserves compositions, meaning F pα ˝ βq “ F pβq ˝ F pαq for all morphisms α, β in C , and

(2) F preserves identity morphisms, meaning F p1Aq “ 1F pAq for all objects A in C .

Remark 1.37. One can also interpret a contravariant functor as a covariant functor from C op Ñ D , or as a

covariant functor from C Ñ Dop.

Example 1.38. Here are some examples of functors.
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(1) Many of the categories we considered before are sets with extra structure, and the morphisms are

functions that preserve the extra structure. The forgetful functor from such a category C to Set, is

the covariant functor that forgets that extra structure are returns the underlying set of the object.

For example the forgetful functor Grp Ñ Set sends each group to its set of elements, and each

homomorphism to its corresponding function of sets. Along similar lines, a ring is a group under

addition with the bonus structure of multiplication, and we can talk about the forgetful functor from

Ring to Grp, etc.

(2) The identity functor 1C on any category C sends each object to itself and each morphism to itself.

It is covariant.

(3) There is a covariant functor p´qˆ2 : Set Ñ Set that sends every set S to its cartesian square

S ˆ S, and every function f : S Ñ T to the function pf, fq : S ˆ S Ñ T ˆ T that sends ps1, s2q ÞÑ

pfps1q, fps2qq. Let’s check the axioms: given g : S Ñ T and f : T Ñ U , we need to see that

pf, fq ˝ pg, gq “ pf ˝ g, f ˝ gq, which is clear, and that p1S , 1Sq is the identity map on S ˆ S, which is

also clear.

(4) Given a group G, the subgroup G1 ď G generated by the set of commutators tghg´1h´1 | g, h P Gu

is a normal subgroup, and the quotient Gab :“ G{G1 is called the abelianization of G. The group

Gab is abelian. Given a group homomorphism φ : G Ñ H, φ automatically takes commutators

to commutators, so it induces a homomorphism Gab Ñ Hab. Put together, abelianization gives a

covariant functor from Grp to Ab.

(5) Given any topological space X, the set of continuous functions from X to R, ContpX,Rq is a ring

with pointwise addition and multiplication. Given a continuous map X
α
ÝÑ Y , and a continuous

map Y
f
ÝÑ R, the composition X

α˝f
ÝÝÑ R is a continuous function. In this way, we get a map from

ContpY,Rq to ContpX,Rq. In fact, this map is a ring homomorphism. Put together, we obtain a

contravariant functor from Top to Ring.

(6) Fix a field K. Given a vector space V , the collection V ˚ of linear transformations from V to K is

again a K-vector space, the dual vector space of V . If φ : W Ñ V is a linear transformation and

` : V Ñ K is in V ˚ then ` ˝ φ : W Ñ K is in W˚, so there is a map V ˚ ÑW˚. You can check that

this together forms a functor p´q˚ that is contravariant.

(7) You may be familiar with the fundamental group of a pointed topological space; this is a group

π1pX,xq assigned to a topological space and a point in it. The rule π1 gives a functor from pointed

topological spaces to groups.

(8) The unit group functor Ring Ñ Grp sends each ring to its group of units. A homomorphism of

rings restricts to a group homomorphism on the units: if x P R is a unit, so xy “ 1, and φ : RÑ S

is a group homomorphism, then 1 “ φpxyq “ φpxqφpyq, so φpxq is a unit; φ preserves multiplication

as well. This is covariant.

Lecture of September 3, 2021

It follows from the definition of covariant functor that if we apply a covariant functor F to a commutative

diagram, we get another commutative diagram of the same shape, e.g.:

A
α //

γ

��

B

β

��
C

δ // D

F
 F pAq

F pαq
//

F pγq

��

F pBq

F pβq

��
F pCq

F pδq
// F pDq.
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If we apply a contravariant functor G to a commutative diagram, we get a commutative diagram of the

same shape with the arrows reversed, e.g.:

A
α //

γ

��

B

β

��
C

δ // D

G
 GpAq GpBq

Gpαq
oo

GpCq

Gpγq

OO

GpDq.

Gpβq

OO

Gpδq
oo

Remark 1.39. A composition of two covariant functors, or of two contravariant functors, is a covariant

functor. The composition of a covariant functor and a contravariant functor, or vice versa, is a contravariant

functor.

1.5. Natural transformations.

Definition 1.40. Let F and G be covariant functors C ÝÑ D . A natural transformation η between F and

G is a mapping that to each object A in C assigns a morphism ηA P HomDpF pAq, GpAqq such that for all

f P HomC pA,Bq, the diagram

F pAq

F pfq

��

ηA // GpAq

Gpfq

��
F pBq

ηB
// GpBq

commutes. We sometimes write η : F ùñ G.

A natural isomorphism is a natural transformation η where each ηA is an isomorphism.

In short, a natural transformation is a rule to turn F of whatever into G of whatever in a reasonable way.

Optional Exercise 1.41. Let F,G : C Ñ D be covariant functors. Show that a natural transformation

η : F ùñ G is a natural isomorphism if and only if there is another natural transformation µ : G ùñ F

such that µ ˝ η is the identity natural isomorphism on F and η ˝ µ is the identity natural transformation on

G.

We can make make a similar definition for contravariant functors.

Definition 1.42. Let F and G be contravariant functors C ÝÑ D . A natural transformation between F

and G is a mapping that to each object A in C assigns a morphism ηA P HomDpF pAq, GpAqq such that for

all f P HomC pA,Bq, the diagram

F pAq
ηA // GpAq

F pBq

F pfq

OO

ηB
// GpBq

Gpfq

OO

commutes.

Example 1.43. Let’s describe a natural transformation of functors η : p´qˆ2 ùñ 1Set, namely we take

ηS : S ˆ S Ñ S ps1, s2q ÞÑ s1.
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We need to check for every map f : S Ñ T the commutativity of a diagram:

S ˆ S

pf,fq

��

ηS // S

f

��
T ˆ T

ηT
// T.

Going either down then left or right then down, ps1, s2q maps to fps1q, so this does commute, and we indeed

have a natural transformation. This is not a natural isomorphism, since the map ηS is not always (almost

never) an isomorphism of sets.

Example 1.44. Let C be the full subcategory of Set consisting of countable sets. For every S P ObpC q,

there is a C -isomorphism, i.e., a bijection, ηS : S Ñ S ˆ S. Namely, we can take ηS as follows: enumerate

S as S “ ts1, s2, s3, . . . u, and do the usual zigzag trick

s1 ÞÑ ps1, s1q

s2 ÞÑ ps2, s1q

s3 ÞÑ ps1, s2q

s4 ÞÑ ps1, s3q

s5 ÞÑ ps2, s2q

s6 ÞÑ ps3, s1q

...

...
...

...
...

...

ps1, s4q ps2, s4q

&&

ps3, s4q ps4, s4q ¨ ¨ ¨

ps1, s3q

&&

ps2, s3q

ff

ps3, s3q

&&

ps4, s3q

ff

¨ ¨ ¨

ps1, s2q

OO

ps2, s2q

&&

ps3, s2q

ff

ps4, s2q ¨ ¨ ¨

ps1, s1q // ps2, s1q

ff

ps3, s1q // ps4, s1q

ff

¨ ¨ ¨

However, the bijections ηS do not form a natural bijection (in fact, if we just choose ηS like so for one

set S, no matter what the other choices are, we can’t get a natural transformation). Let f : S Ñ S satisfy

fps1q “ s2 and fps2q “ s1. Then in the diagram

S

f

��

ηS // S ˆ S

pf,fq

��
S

ηS
// S ˆ S,

we have ηSpfps1qq “ ps2, s1q while pf, fqpηSps1qq “ ps2, s2q, so the diagram does not commute.

Intuitively, we can blame the fact that our map η decided on a choice of enumeration of the set.

Example 1.45. Recall the contravariant functor p´q˚ : K ´ vect Ñ K ´ vect; here we are restricting to

finite dimensional vector spaces.

For every V P K ´ vect, there is an isomorphism V – V ˚: if we fix a basis B for V , there is a dual basis

for V ˚ (the B-coordinate functions) of the same size, so they are isomorphic. However, there is no natural

isomorphism η : 1K´vect ùñ p´q˚, since 1K´vect is covariant and p´q˚ is contravariant. We will actually

see a more compelling version of this nonnatruality statement in the homework.

Composing the dual functor with itself twice we get the covariant double-dual functor p´q˚˚ : K´vect Ñ

K ´ vect. We will show that there is a natural isomorphism 1K´vect ùñ p´q˚˚.

For every v P V , there is a map evv : V ˚ Ñ V given by evaluation at v: evvp`q “ `pvq. So, evv P V
˚˚.

Since we have one for each v, there is a function ev : V Ñ V ˚˚ given by evpvq “ evv.
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The map ev is a linear transformation:

evcv`wp`q “ `pcv ` wq “ c`pvq ` `pwq “ c evvp`q ` evwp`q.

It is injective, since any nonzero vector takes on a nonzero value for some linear functional. It is then a

bijection since dimpV q “ dimpV ˚q “ dimpV ˚˚q.

We just need to check commutativity of the square:

V
ev //

φ

��

V ˚˚

φ˚˚

��
W

ev // W˚˚

This translates to

evφpvq “ pev ˝ φqpvq
?
“ pφ˚˚ ˝ evqpvq “ φ˚˚pevvq

in W˚˚ for all v P V . But, for all ` PW˚,

evφpvqp`q “ `pφpvqq “ φ˚p`qpvq “ pevv ˝ φ
˚qp`q “ φ˚˚pevvqp`q,

so the equality holds.

In the homework, we will discuss some more examples from linear algebra. For example, for a pair of

vector spaces W ď V , there are isomorphisms V –W ‘ V {W , but no natural isomorphism of the sort. On

the bright side, we will see that if V has an inner product, then V and V ˚ are naturally isomorphic in a

suitable sense.

2. R-Modules

Lecture of September 8, 2021

2.0.1. Left vs right vs both. Recall that a leftR-module is an abelian groupM with an action mapRˆM ÑM

written pr,mq ÞÑ rm such that rpsmq “ prsqm, along with two distributive properties and the condition that

1 acts as the identity. A right module over R is defined similarly; we usually write the action as pr,mq ÞÑ mr,

and we have pmrqs “ mprsq, along with distributive and identity properties. The point is that when we act

by a product rs P R, we can think of it as an iterated action; in a left module, the left factor acts last while

in a right module the right factor acts last.

Definition 2.1. If R is a ring, the opposite ring Rop is the ring with the same underlying set and same

addition, but with multiplication given by r ¨Rop s “ s ¨R r.

A right R-module is exactly the same thing as a left Rop-module (except our convention for writing the

action). In particular, if R is commutative, then a left R-module is exactly the same thing as a right R-

module, and we will just say “module” in this case. By default, in general, when we say module, we will

mean left R-module.

Example 2.2. Let R be a ring. The collection MnpRq of nˆn matrices with entries in R forms a ring that

in general is not commutative. The set Rn of column vectors of length n with entries in R is naturally a

left MnpRq-module. The collection of row vectors of length n with entries in R is naturally a right MnpRq-

module. We can also identify this latter action with a right module action on Rn by transposing any column

vector into a row vector, acting, then transposing back:

v ¨M “ pvTMqT “MT v.



MATH 901 LECTURE NOTES, FALL 2021 15

We can think of R-module structures in a different way. To prepare, let’s record a lemma.

Lemma 2.3. If M is an abelian group, then EndAbpMq :“ HomAbpM,Mq forms a ring with pointwise

addition and composition as multiplication. More generally, if M is a left R-module, then EndRpMq :“

HomR´ModpM,Mq forms a ring (with the aforementioned operations).

Proof. The first statement is a special case of the first, since an abelian group is the same thing as a Z-module,

so we’ll prove the second. Let f, g P EndRpMq. Since

pf ` gqprm` nq “ fprm` nq ` gprm` nq “ rfpmq ` fpnq ` rgpmq ` gpnq “ rpf ` gqpmq ` pf ` gqpnq

we see that f ` g P EndRpMq. It’s easy to see that EndRpMq is an abelian group under `. Associativity of

multiplication is a special case of associativity of composition of functions. For distributive laws, we have

ppf ` gqhqpmq “ pf ` gqphpmqq “ fphpmqq ` gphpmqq “ pfhqpmq ` pghqpmq

pfpg ` hqqpmq “ fpgpmq ` hpmqq “ fpgpmqq ` fphpmqq “ pfgqpmq ` pfhqpmq;

for the latter distributive law, it was crucial that we are dealing with homomorphisms of abelian groups. We

also have the identity map on M as a mutliplicative identity. �

Optional Exercise 2.4. Show that there is a ring isomorphism EndRpRq – Rop.

Proposition 2.5. Let R be a ring and pM,`q an abelian group. There is a bijective correspondence

tR´module actions RˆM ÑM(with given +)u oo // tring homomorphisms ρ : RÑ EndZpMqu

¨
� // ρprqpmq “ r ¨m

r ¨m “ ρprqpmq ρ.�oo

Proof. We clearly have a bijection as long as the maps are well-defined.

Given an R-module action ¨, one distributive property translates to the condition that ρprq is Z-linear;

the identity condition means ρp1Rq is the identity function on M , which is the 1 element in EndZpMq; the

other distributive condition means ρ preserves addition; and the associativity condition means ρ preserves

multiplication. Thus, ρ is a ring homomorphism. And conversely. �

It turns out that we often have a left module structure and a right module structure on something in a

compatible way.

Definition 2.6. Let R and S be rings. An pR,Sq-bimodule is an abelian group M equipped with a left

R-module structure and a right S-module structure that commute with each other:

pr ¨mq ¨ s “ r ¨ pm ¨ sq for all m PM, r P R, s P S.

Example 2.7. Here are some basic sources of bimodules:

(1) If R is a ring, then M “ R is an pR,Rq-bimodule in the obvious way. More generally, if φ : AÑ R

is a ring homomorphism, then R is an pR,Aq-bimodule by

s ¨ r ¨ a “ srφpaq for r, s P R, a P A;

equally well, R is an pA,Rq or pA,Aq-bimodule.

(2) If R is a commutative ring and M is any left module, then M is also a right module by the same

action, and M is an pR,Rq-bimodule with these structures. I.e., starting with an action r ¨m, we
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set m ¨ s to be s ¨m, and

pr ¨mq ¨ s “ s ¨ pr ¨mq “ sr ¨m “ rs ¨m “ r ¨ ps ¨mq “ r ¨ pm ¨ sq.

(3) Every left R-module is automatically an pR,Zq-bimodule in a unique way:

pr ¨mq ¨ n “ pr ¨mq ` ¨ ¨ ¨ ` pr ¨mq
looooooooooooomooooooooooooon

n times

“ r ¨ pm` ¨ ¨ ¨ `m
loooooomoooooon

n times

q “ r ¨ pm ¨ nq for n P Zě0,

and similarly for n ď 0. Likewise, every right R-module is automatically a pZ, Rq-bimodule.

Example 2.8. For a ring R, the set of column vectors of length n, Rn, is a pMnpRq, Rq-bimodule. However,

if we take the natural left action together with the right action v ¨M “MT v discussed above, we do not get

a bimodule structure, since pM ¨ vq ¨N “ NTMv generally differs from M ¨ pv ¨Nq “MNT v.

Sometimes, when we want to keep track of various module and bimodule structures, we may write some-

thing like RMS to indicate that M is an pR,Sq-bimodule, or RM to indicate that M is a left R-module.

2.1. Kernels, images, and exact sequences. To every homomorphism φ : M Ñ N in R ´Mod, the

kernel kerpφq Ď M and image impφq Ď N are in R ´Mod, and the inclusion maps are homomorphisms of

R-modules. It is surprisingly convenient to keep track of and compare these data in terms of exact sequences.

Definition 2.9. A sequence of R-modules and R-module maps of the form

¨ ¨ ¨
di`1
ÝÝÝÑMi

di
ÝÑMi´1

di´1
ÝÝÝÑ ¨ ¨ ¨

(possible infinite, possibly not) is a chain complex , or just complex for short, if di ˝ di`1 “ 0 for all i or,

equivalently, impdi`1q Ď kerpdiq for all i.

A chain complex is exact at Mi if impdi`1q “ kerpdiq; it is exact if it is exact at every module that has a

map in and a map out.

Lecture of September 10, 2021

Example 2.10. Let A be a bˆ a matrix and B be a cˆ b matrix of real numbers. The sequence of maps

Ra A¨
ÝÑ Rb B¨

ÝÑ Rc

is a complex if and only if BA “ 0; equivalently, the columns of A are in the solution space (nullspace) of

B. It is exact if and only if the columns of A span the solution space of B.

Remark 2.11. ‚ A sequence of the form M
g
ÝÑ N Ñ 0 is exact if and only if g is surjective.

‚ A sequence of the form 0 ÑM
f
ÝÑ N is exact if and only if f is injective.

‚ A sequence of the form 0 ÑM
h
ÝÑ N Ñ 0 is exact if and only if h is an isomorphism.

‚ A sequence of the form 0 ÑM Ñ 0 is exact if and only if M “ 0.

Definition 2.12. ‚ A left exact sequence is an exact sequence of the form

0 ÑM 1 i
ÝÑM

g
ÝÑM2

This means i is injective and M 1 – impiq “ kerpgq.

‚ A right exact sequence is an exact sequence of the form

M 1 fÝÑM
p
ÝÑM2 Ñ 0

This means p is onto and impfq “ kerppq, so, M2 –M{ kerppq “M{ impfq. We denote M{ impfq “

cokerpfq and call it the cokernel of f . Thus in a right exact sequence as above, M2 – cokerpfq.
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‚ A short exact sequence (SES ) is an exact sequence of the form

0 ÑM 1 i
ÝÑM

p
ÝÑM2 Ñ 0

Note that in a short exact sequence M 1 – kerppq and M2 – cokerpiq. In particular, M2 – M{M 1.

We also say that M is an extension of M 1 and M2 if it fits in a short exact sequence as above.

Example 2.13. Let A be a bˆ a matrix and B be a cˆ b matrix of real numbers. The sequence of maps

0 Ñ Ra A¨
ÝÑ Rb B¨

ÝÑ Rc

is a left exact sequence if and only if the columns of A form a basis for the null space of B.

2.1.1. Presentations. Recall that a set of elements B in a module M is a free basis if every element of M

can be written as a (finite) R-linear combination of elements of B in a unique way, and a module M is a

free module if it admits a free basis (which almost never is unique, by the way). As mentioned before, a free

module is isomorphic to a direct sum of copies of the ring (considered as a module), which we may write as

Rn or R‘Γ for some index Γ; such a free module has as a standard basis teλ uλPΛ consisting the elements

that have a 1 in the λ coordinate and 0 in each of the others. Free modules are also characterized by a

universal property:

If F free with basis B, then for any module M , and any function f : B Ñ M , there is a unique module

homomorphism φ : F ÑM such that the diagram commutes:

F
φ

  
B
/ �

Ď

??

f // M

i.e., any homomorphism is uniquely and freely specified by its values on the basis.

Note that a set of elements tmλuλPΛ ĎM generates M if and only if the homomorphism

RΛ // M

eλ
� // mλ

is surjective. The kernel of such a map consists of the set of Λ-tuples prλq such that
ř

λPΛ rλmλ “ 0; this is

called the module of relations on the elements tmλu.

Definition 2.14. A presentation of a module M consists of a set of elements tmλu that generates M , and

a set of relations on tmλu that generates the whole module of relations on tmλu.

We can express the data of a presentation in terms of a right exact sequence. Namely, if tmλuλPΛ is a

generating set of M , and tprλqγuγPΓ generates the module of relations on our generating set, then

R‘Γ Ñ R‘Λ ÑM Ñ 0

is a right exact sequence, where the standard basis of R‘Λ maps to tmλu and the standard basis of R‘Γ

maps to tprλqγu. Conversely, a right exact sequence of the form

R‘Γ Ñ R‘Λ ÑM Ñ 0

is equivalent to the data of a presentation.
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2.1.2. Split exact sequences. Given modules M 1 and M2, we have the “trivial” SES

0 ÑM 1 ι
ÝÑM 1 ‘M2 π

ÝÑM2 Ñ 0

where ι is the canonical inclusion and π is the canonical projection. The following result gives equivalent

conditions for when a SES is equivalent to a split one.

Theorem 2.15 (The splitting theorem). Given a SES of left R-modules

0 ÑM 1 i
ÝÑM

p
ÝÑM2 Ñ 0,

the following are equivalent:

(1) There is a commutative diagram where each vertical arrow is an isomorphism

0 // M 1 i //

id

��

M
p //

θ

��

M2 //

id

��

0

0 // M 1 ι // M 1 ‘M2 π // M2 // 0.

(2) There is an isomorphism θ : M
–
ÝÑM 1 ‘M2 such that θ ˝ i “ ι and π ˝ θ “ p.

(3) The map i has a left inverse q in R´Mod.

(4) The map p has a right inverse j in R´Mod.

(5) There are maps q : M Ñ M 1 and j : M2 Ñ M such that q ˝ i “ idM 1 , p ˝ j “ idM2 , and

i ˝ q ` j ˝ p “ idM .

If these equivalent conditions hold, we call the SES a split exact sequence.

Proof. (1) ô (2) follows by definition of commutative diagram.

(1) ñ (5): The main idea is that there are obvious splitting maps for the bottom SES. Define π1 to

be the canonical projection π1 : M 1 ‘M2 Ñ M 1, pm1,m2q ÞÑ m1 and ι2 to be the inclusion ι2 : M2 Ñ

M 1 ‘M2,m2 ÞÑ p0,m2q. Notice that π1 ˝ ι “ idM 1 and π ˝ ι2 “ idM2 and i ˝ π1 ` ι2 ˝ p “ idM 1‘M2 .

Lecture of September 13, 2021

We can use this to set q “ π1 ˝ θ and j “ θ´1 ˝ ι2 and check

q ˝ i “ π1 ˝ θ ˝ i “ π1 ˝ ι “ idM 1

p ˝ j “ p ˝ θ´1 ˝ ι2 “ π ˝ ι2 “ idM2

i ˝ q ` j ˝ p “ i ˝ π1 ˝ θ ` θ´1 ˝ ι2 ˝ p “ θ´1 ˝ pθ ˝ i ˝ π1 ` ι2 ˝ p ˝ θ´1q ˝ θ

“ θ´1 ˝ pι ˝ π1 ` ι2 ˝ πq ˝ θ “ θ´1 ˝ idM 1‘M2 ˝ θ “ idM .

(5) ñ (3, 4) is clear.

(3) ñ (2): Given such a q, define θpmq “ pqpmq, ppmqq. It is clear θ ˝ i “ ι and π ˝ θ “ p. We will now

show that θ is injective: if θpmq “ 0 then ppmq “ 0 so m P impiq therefore m “ ipm1q for some m1 PM 1. But

now 0 “ qpmq “ qpipm1qq “ m1 so m1 “ 0 and thus m “ 0.

We next show that θ is surjective: pm1,m2q PM 1 ‘M2. Since p is onto, then there exists some u PM so

thar ppuq “ m2. Let m “ ipm1q ` u´ ipqpuqq. Then

θpmq “ pqpipm1qq ` qpuq ´ qpipqpuqqq, ppipm1qq ` ppuq ´ ppipqpuqqqq

“ pm1 ` qpuq ´ qpuq,m2 ` 0´ 0q “ pm1,m2q.

Therefore θ is bijective, so it is an isomorphism.
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The proof that (4) ñ (2) is similar, and omitted. �

We can also use splittings to show exactness.

Proposition 2.16. Given a complex of R-modules of the form

0 ÑM 1 i
ÝÑM

p
ÝÑM2 Ñ 0,

if there are maps q : M ÑM 1 and j : M2 ÑM such that q ˝ i “ idM 1 , p ˝ j “ idM2 , and i ˝ q` j ˝ p “ idM ,

then the complex is exact, and hence split exact.

Proof. Since i has a left inverse, it is injective, and since p has a right inverse, it is surjective. To show

exactness in the middle, let m P kerppq. Then

m “ pi ˝ qqpmq ` pj ˝ pqpmq “ ipqpmqq P impiq. �

Remark 2.17. The proof in the previous example actually shows that, for any ring R, a SES whose right-most

term is free is split exact.

Example 2.18. Here is an example of a non-split exact sequence: Take R to be any (commutative) integral

domain and r P R any non-zero, non-unit element. Then, using that R is a domain, the sequence

0 Ñ R
r
ÝÑ RÑ R{r Ñ 0

is exact (where the second map is the canonical surjection). But it cannot by split exact: If it were, then

we would have an isomorphism R – R‘R{r of modules and so in particular there would be an ideal I of R

isomorphic as a module to R{r. But then rI “ 0 and since R is a domain, this could only happen if I “ 0,

which would mean r is a unit.

For example

0 Ñ Z 2
ÝÑ ZÑ Z{2 Ñ 0

is an exact, but not split exact, sequence of Z-modules.

Example 2.19. Suppose R “ k is a field. Then every short exact sequence of R-modules

0 ÑW Ñ V Ñ V {W Ñ 0

splits.

2.2. Homomorphisms of R-modules.

2.2.1. Structure of HomRpM,Nq. In general, we write HomRpM,Nq for the set HomR´ModpM,Nq of R-

module morphisms between two left R-modules M and N .

It turns out that the set of homomorphisms between two R-modules has additional structure.

Proposition 2.20. Let R be a ring, and M,N be two left R-modules.

(1) HomRpM,Nq is an abelian group by pointwise addition, i.e.,

pα` βqpmq :“ αpmq ` βpmq α, β P HomRpM,Nq, m PM.

(2) If R is commutative, then HomRpM,Nq is an R-module via the action

prαqpmq :“ rαpmq “ αprmq α P HomRpM,Nq, r P R, m PM.

(3) More generally,
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‚ if M is a pR,Sq-bimodule, then HomRpM,Nq is a left S-module by the action psαqpmq “ αpmsq;

‚ if N is a pR, T q-bimodule, then HomRpM,Nq is a right T -module by the action pαtqpmq “ αpmqt;

‚ if M is a pR,Sq-bimodule and N is a pR, T q-bimodule, then HomRpM,Nq is a pS, T q-bimodule

by the previous two actions.

Proof. (1) is easy to check, and similar to what we checked with module endomorphisms.

Let’s consider (2): The first thing to note is that rαpmq “ αprmq by linearity of α. Let us check that the

map rα defined this way is an R-module morphism:

prαqpm`m1q “ rαpm`m1q “ rpαpmq ` αpm1qq “ rαpmq ` rαpm1q “ rαpmq ` rαpm1q

prαqpsmq “ rαpsmq “ rsαpmq “ srαpmq “ sprαpmqq;

note that commutativity of R is essential here.

The distributive rules are straightforward, and pprsqαqpmq “ rsαpmq “ prpsαqqpmq, so prsqα “ rpsαq.

For (3), let’s just focus on the first case. To see sα is R-linear, addition is similar to above, and

psαqprmq “ αprmsq “ rαpmsq “ rpsαqpmq.

Let’s check the associativity property for the action: given s, s1 P S,

pss1qαpmq “ αpmss1q “ s1αpmsq “ psps1αqqpmq.

The other axioms are straightforward. �

The bonus module structures in case (3) are often useful, even for commutative rings. However, for many

statements below we will just focus on cases (1) and (2) above for clarity.

Example 2.21. Let K be a field. Since K is commutative, HomKpK,Krxsq and HomKpKrxs,Kq are K-

vector spaces. The polynomial ringKrxs is a pK,Krxsq-bimodule. This gives HomKpK,Krxsq aKrxs-module

structure by postmultiplication: e.g., if α is the K-linear map such that αp1q “ fpxq, and gpxq P Krxs,

then gpxqα is the map that sends 1 to fpxqgpxq. Likewise, HomKpKrxs,Kq a Krxs-module structure by

premultiplication: e.g., if α is the K-linear map such that αpxiq “ γi P K , then xα is the map that sends

xi to γi`1.

Lecture of September 15, 2021

2.2.2. Hom as functors.

Definition 2.22 (Covariant Hom). Let R be a ring and M be an R-module. There is a covariant functor

HomRpM,´q : R´Mod Ñ Ab

that maps each module A to HomRpM,Aq, and each morphism A
f
ÝÑ B to the homomorphism HomRpM,fq

“: f˚ of “postcomposition by f”:

HomRpM,Aq
f˚ // HomRpM,Bq

g � // f ˝ g

M
g
ÝÑ A M

g
ÝÑ A

f
ÝÑ B.

If R is commutative, then we consider HomRpM,´q as a functor from R´Mod Ñ R´Mod by the same

rule.
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There are some things to check to verify that this is a functor.

Proof. We need to check that f˚ is a valid morphism in Ab, or in R´Mod in the commutative case. Given

g, h P HomRpA,Bq, we have

f˚pg ` hqpmq “ fppg ` hqpmqq “ fpgpmq ` hpmqq “ fpgpmqq ` fphpmqq “ f˚pgqpmq ` f˚phqpmq.

If R is commutative,

f˚prgqpmq “ fpgprmqq “ rfpgpmqq “ prf˚qpgqpmq.

We also need to see that these satisfy the functor axioms. We have p1Aq˚pgq “ 1A ˝ g “ g, so p1Aq˚ is the

identity map on HomRpM,Aq. Given A
g
ÝÑ B

f
ÝÑ C, and h P HomRpM,Aq,

pfgq˚phq “ f ˝ g ˝ h “ f ˝ pg˚phqq “ f˚pg˚phqq “ pf˚ ˝ g˚qphq. �

Remark 2.23. If M is an pR,Sq-bimodule, then consider HomRpM,´q as a functor from R´Mod Ñ S´Mod

by the same rule.

Definition 2.24 (Contravariant Hom). Let R be a ring and M be an R-module. There is a contravariant

functor

HomRp´,Mq : R´Mod Ñ Ab

that maps each module A to HomRpA,Mq, and each morphism A
f
ÝÑ B to the homomorphism HomRpf,Mq

“: f˚ of “precomposition by f”:

HomRpM,Bq
f˚ // HomRpM,Aq

g
� // g ˝ f

B
g
ÝÑM A

f
ÝÑ B

g
ÝÑM.

If R is commutative, then we consider HomRp´,Mq as a functor from R ´Mod Ñ R ´Mod by the

same rule.

There are some things to check to verify that this is a functor.

Proof. We need to check that f˚ is a valid morphism in Ab, or in R´Mod in the commutative case. Given

g, h P HomRpA,Bq, we have

f˚pg ` hqpmq “ pg ` hqpfpmqq “ gpfpmqq ` hpfpmqq “ f˚pgqpmq ` f˚phqpmq.

If R is commutative,

f˚prgqpmq “ rgpfpmqq “ prf˚pgqqpmq.

We also need to see that these satisfy the functor axioms. We have p1Aq
˚pgq “ g ˝ 1A “ g, so p1Aq

˚ is the

identity map on HomRpA,Mq. Given A
g
ÝÑ B

f
ÝÑ C, and h P HomRpC,Mq,

pfgq˚phq “ h ˝ f ˝ g “ f˚phq ˝ g “ g˚pf˚phqq “ pg˚ ˝ f˚qphq. �

Remark 2.25. If M is an pR,Sq-bimodule, then consider HomRpM,´q as a functor from R ´ Mod Ñ

Sop ´Mod by the same rule.

2.2.3. Examples of Hom.
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Example 2.26. Let R be a ring. Then, by the universal property of free modules, since t1u is a free basis

for R as an R-module, the map

HomRpR,Mq
ψM // M

φ � // φp1q

is a bijection. Moreover, this is an isomorphism of abelian groups in general, and of R-modules in the

commutative case:

ψM pα` βq “ pα` βqp1q “ αp1q ` βp1q “ ψM pαq ` ψM pβq

ψM prαq “ prαqp1q “ rαp1q “ rψM pαq.

Even better, in the commutative case, the collection of isomorphisms ψM form a natural isomorphism

ψ : HomRpR,´q ñ 1R´Mod. For this, we need to check that, given β : M Ñ N , the following diagram

commutes:

HomRpR,Mq
β˚ //

ψM

��

HomRpR,Nq

ψN

��
M

β // N.

Along either path, we get α ÞÑ βpαp1qq, so this is indeed the case.

Lecture of September 17, 2021

Example 2.27. Similarly, if F “ R‘Λ is a free module, then HomRpR
‘Λ,Mq – M‘Λ, where MˆΛ “

ś

λPΛM by the map that sends a morphism to its tuple of values on the standard basis: as abelian groups,

and as R-modules in the commutative case.

We can interpret the right-hand side as the values of a functor: set F pMq “ MˆΛ, and for f : M Ñ N ,

set F pfq to be the map given by f on each coordinate. Interpreted like so, the isomorphisms again form a

natural isomorphism.

Proposition 2.28. Let tMλuλPΛ be a family of R-modules, and N be an R-module. There are isomorphisms

of abelian groups

HomRp
à

λPΛ

Mλ, Nq –
ź

λPΛ

HomRpMλ, Nq

HomRpN,
ź

λPΛ

Mλq –
ź

λPΛ

HomRpN,Mλq

Moreover, these are isomorphisms of R-modules if R is commutative.

Proof. Since
À

λPΛMλ is the coproduct of tMλuλPΛ in R´Mod, we have a bijection for every R-module N

HomRp
À

λPΛMλ, Nq // ś
λPΛ HomRpMλ, Nq

φ
� // pφ ˝ ιλq.

We only have to observe that these maps preserve the abelian group and/or R-module structures. Similarly,

since
ś

λPΛMλ is the product of tMλuλPΛ in R´Mod, we have a bijection for every R-module N

HomRpN,
ś

λPΛMλq // ś
λPΛ HomRpN,Mλq

φ
� // pπλ ˝ φq,

and one verifies the additivity / linearity of this map. �
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Example 2.29. As an important special case of the previous example, if R is commutative, and R‘Γ and

R‘Λ are free modules, then every R-linear homomorphism α : R‘Γ Ñ R‘Λ is given by left multiplication

by the (possibly infinite) Λˆ Γ matrix where the γ column is the Λ-tuple pαpeγqqλ.

Optional Exercise 2.30. Show that when R is not necessarily commutative, if we give HomRpR
‘Λ,Mq the

R-module structure via the pR,Rq-bimodule structure on R‘Λ, the isomorphisms HomRpR
‘Λ,Mq – MˆΛ

are natural isomorphisms of R-modules.

Example 2.31. Let R be a commutative ring, and consider the module R{I for some ideal I. For every

module M , there is an isomorphism HomRpR{I,Mq – annM pIq, where annM pIq is the set of elements m PM

such that Im “ 0.

Indeed, everyR-module homomorphism fromR{I is determined by the image of 1, so the map HomRpR{I,Mq Ñ

M of evaluation at 1 is injective. The image consists of the set of elements m PM for which the map r ÞÑ rm

is well-defined; this is the collection of elements that satisfy Im “ 0.

Again, we can think of the right hand side as a functor F : R ´Mod Ñ R ´Mod where on objects

F pMq “ annM pIq, and on morphisms M
α
ÝÑ N maps to the restriction of α to annM pIq. This is a natural

isomorphism again.

Example 2.32. For a field K, the functor HomKp´,Kq is exactly the “vector space dual” functor p´q˚.

2.3. Exact functors and left exactness of Hom.

Definition 2.33. Let R,S be rings. A covariant functor F : R´Mod Ñ S´Mod is additive if the function

HomRpM,Nq // HomSpF pMq, F pNqq

f � // F pfq

is a homomorphism of abelian groups. Likewise, a contravariant functor G : R ´ Mod Ñ S ´ Mod is

additive if the function

HomRpM,Nq // HomSpF pNq, F pMqq

f
� // F pfq

is a homomorphism of abelian groups.

Additive functors preserve a number of basic properties, e.g., zero morphisms go to zero morphisms, and

the zero module maps to the zero module (since it’s characterized by the fact that its identity map is its

zero map).

Optional Exercise 2.34. The covariant and contravariant Hom functors are additive functors.

Definition 2.35. Let F : R´Mod Ñ S ´Mod be an additive covariant functor.

‚ F is right exact if whenever

M 1 i
ÝÑM

p
ÝÑM2 Ñ 0

is exact, then so is

F pM 1q
F piq
ÝÝÝÑ F pMq

F ppq
ÝÝÝÑ F pM2q Ñ 0.

(Recall F p0q “ 0 since F is additive.)

‚ F is left exact if whenever

0 ÑM 1 i
ÝÑM

p
ÝÑM2
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is exact, then so is

0 Ñ F pM 1q
F piq
ÝÝÝÑ F pMq

F ppq
ÝÝÝÑ F pM2q.

‚ F is exact if it is both left and right exact.

Remark 2.36. An exact functor takes any SES to a SES.

Definition 2.37. Let G : R´Mod Ñ S ´Mod be an additive contravariant functor.

‚ G is right exact if whenever

0 ÑM 1 i
ÝÑM

p
ÝÑM2

is exact, then so is

GpM2q
Gppq
ÝÝÝÑ GpMq

Gpiq
ÝÝÝÑ GpM 1q Ñ 0.

‚ G is left exact if whenever

M 1 i
ÝÑM

p
ÝÑM2 Ñ 0

is exact, then so is

0 Ñ GpM2q
Gppq
ÝÝÝÑ GpMq

Gpiq
ÝÝÝÑ GpM 1q.

‚ G is exact if it is additive and both left and right exact.

Optional Exercise 2.38. The definitions above all stay unchanged if for each condition we start with

a short exact sequence. For example, a covariant additive functor F is left exact if for every short exact

sequence

0 // A
f // B

g // C // 0

of R-modules,

0 // F pAq
F pfq

// F pBq
F pgq

// F pCq

is exact.

Remark 2.39. If F,G : R´Mod Ñ S ´Mod are naturally isomorphic additive functors, then F is exact if

and only if G is exact. Indeed, given a short exact sequence

0 ÑM 1 i
ÝÑM

p
ÝÑM2 Ñ 0

we obtain a commutative diagram

0 // F pM 1q
F piq

//

θ1

��

F pMq
F ppq
//

θ

��

F pM2q //

θ2

��

0

0 // GpM 1q
Gpiq

// GpMq
Gppq
// GpM2q // 0

where θ1, θ, θ2 isomorphisms. Then if the top row is exact, Gpiq “ θF piqpθ1q´1 is injective, Gppq “ θ2F ppqθ´1

is surjective, and

x P kerGppq “ kerpθ2F ppqθ´1q ðñ θ´1pxq P kerF ppq ðñ θ´1pxq P imF piq ðñ x P impθF piqpθ1q´1q “ imGpiq.

Similarly for “left exact” or “right exact”.

Theorem 2.40. Let M be an R-module.

(1) The functor HomRpM,´q is left exact.

(2) The functor HomRp´,Mq is left exact.
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Lecture of September 20, 2021

Proof. (1) Let

0 Ñ A
i
ÝÑ B

p
ÝÑ C

be exact. We need to show that

0 Ñ HomRpM,Aq
i˚
ÝÑ HomRpM,Bq

p˚
ÝÝÑ HomRpM,Cq

is exact.

‚ i˚ is injective: Let f P HomRpM,Aq be nonzero, so fpmq ‰ 0 for some m P M . Then

i˚pfqpmq “ ipfpmqq ‰ 0 since i is injective, so i˚pfq P HomRpM,Bq is nonzero.

‚ impi˚q Ď kerpp˚q: Let g P HomRpM,Bq be in the image of i˚, so we can write g “ i˚pfq for

some f P HomRpM,Aq. We have p˚pi˚pfqq “ p ˝ i ˝ f “ 0.

‚ kerpp˚q Ď impi˚q: Let g P HomRpM,Bq be in the kernel of p˚, so p ˝ g “ 0. Then, for every

m PM , gpmq P kerppq “ impiq. As i is injective, i induces an isomorphism from i to the image

of A in B, so there is an R-module homomorphism q : impAq Ñ A such that i ˝ q “ 1impAq.

Thus, we obtain an R-module map f :“ q ˝ g : M Ñ A such that i˚pfq “ i ˝ q ˝ g “ g.

(2) Let

A
i
ÝÑ B

p
ÝÑ C Ñ 0

be exact. We need to show that

0 Ñ HomRpC,Mq
p˚

ÝÝÑ HomRpB,Mq
i˚
ÝÑ HomRpA,Mq

is exact.

‚ p˚ is injective: Let f P HomRpC,Mq be nonzero, so fpcq ‰ 0 for some m PM . Then, since p is

surjective, there is some b P B such that ppbq “ c, and hence p˚pfqpbq “ fpppbqq “ fpcq ‰ 0, so

p˚pfq ‰ 0.

‚ impp˚q Ď kerpi˚q: Let g P HomRpB,Mq be in the image of p˚, so we can write g “ p˚pfq for

some f P HomRpM,Cq. We have i˚pp˚pfqq “ f ˝ p ˝ i “ 0.

‚ kerpi˚q Ď impp˚q: Let g P HomRpB,Mq be in the kernel of i˚, so g ˝ i “ 0. Thus, as g|impiq “ 0,

we can factor g “ g ˝ π, where π : B Ñ B{ impiq “ B{ kerppq is the quotient map, and

g : B{ impiq Ñ M . Note that, since p is surjective, writing p “ p ˝ π, the map p : B{ impiq “

B{ kerppq Ñ C is an isomorphism, so there is a map j : C Ñ B{ kerppq such that j ˝ p is the

identity on B{ impiq, so j ˝ p “ j ˝ p “ ˝π “ π. Set f “ g ˝ j. We then have p˚pfq “ g ˝ j ˝ p “

g ˝ π “ g. Thus g P impp˚q. �

Example 2.41. Neither Hom functor is exact. For example, consider the short exact sequence

0 Ñ Z 2
ÝÑ ZÑ Z{2ZÑ 0.

If we apply HomZpZ{2Z,´q to this sequence, we get

0 Ñ 0 Ñ 0 Ñ Z{2ZÑ 0.

This is exact up until Z{2Z (which agrees with the left exactness), but not at Z{2Z. Likewise, apply

HomZp´,Z{2Zq to get

0 Ñ Z{2Z 1
ÝÑ Z{2Z 0

ÝÑ Z{2ZÑ 0.

This is again exact up to the last Z{2Z, but not there.
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We can use left exactness to compute various Hom modules.

Example 2.42. Let R be commutative, and M be a finitely presented R-module with presentation

Rm
A¨
ÝÑ Rn ÑM Ñ 0.

Then HomRpM,Rq sits in a left exact sequence

0 Ñ HompM,Rq Ñ HomRpR
n, Rq

HomRpA¨,Rq
ÝÝÝÝÝÝÝÝÑ HomRpR

m, Rq.

We have HomRpR
n, Rq is free with free basis given by the coordinate functions te˚1 , . . . , e

˚
nu; likewise for

HomRpR
m, Rq with basis tē˚1 , . . . , ē

˚
mu (we will write bars for basis elements in Rm). In these bases, to

compute the jth column of the matrix, we have that e˚j maps to e˚jA, and to compute e˚jA in terms of the

given basis (to find the entry in the ith row), we observe pe˚jAqpēiq is Aji, so the map HomRpA¨, Rq is given

by AT ¨. We get a left exact sequence

0 Ñ HompM,Rq Ñ Rn
AT ¨
ÝÝÑ Rm,

so HompM,Rq – kerpAT q.

2.4. Tensor products.

Lecture of September 22, 2021

2.4.1. Definition of tensor product.

Definition 2.43. For a ring R, a right R-module M , a left R-module N , and an abelian group A, a function

b : M ˆN Ñ A

is called R-balanced biadditive if the following conditions hold:

(1) bpm`m1, nq “ bpm,nq ` bpm1, nq for all m,m1 PM , n P N ,

(2) bpm,n` n1q “ bpm,nq ` bpm,n1q for all m PM , n, n1 P N , and

(3) bpmr, nq “ bpm, rnq for all m PM , n, P N , and r P R.

Assume R is commutative and A is an R-module (not just an abelian group). Such a pairing b is called

R-bilinear if we also have

(4) bpmr, nq “ bpm, rnq “ rbpm,nq for all m PM , n, P N , and r P R.

Conditions (1) and (2) alone are the biadditive part, and condition (3) is the balancedness. Condition (4)

says that the biadditive map b is an R-linear function in either argument if we fix the other one.

Example 2.44. (1) If R is any ring, the map f : RˆRÑ R, fpr, sq “ rs is R-balanced biadditive, and

bilinear if R is commutative.

(2) For R commutative, an ideal I, and a left module M , the map f : pR{IqˆM ÑM{IM, fpr,mq “ rm

is R-bilinear.

(3) For K a field, f : Kn ˆKn Ñ K given by the usual dot product is K-bilinear. Recall that we can

view Kn as a right MnpKq module via v ¨ A “ AT v and as a left MnpKq module via A ¨ v “ Av.

With these structures, f is MnpKq-balanced biadditive. The balanced part is the least obvious one:

fpv ¨A,wq “ pAT vq ¨ w “ vTAw “ v ¨ pAwq “ fpv,A ¨ wq.
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We now define tensor products using a universal property.

Definition 2.45. Let R be a (not necessarily commutative) ring, let M be a right R-module, let N be a

left R-module.

An abelian group M bRN together with an R-balanced biadditive map h : M ˆN ÑM bRN is called a

tensor product of M and N if it has the following universal property: for any abelian group A and R-balanced

biadditive map b : M ˆN Ñ A, there exists a unique abelian group homomorphism α : M bR N Ñ A such

that b “ α ˝ h.

M bR N

D!α

##
M ˆN

h
88

b // A

Lemma 2.46. If pX,hq, pY, kq are two tensor products for M and N , then there is a unique isomorphism

of abelian groups α : X Ñ Y such that k “ α ˝ h.

Proof. The following diagram is a rough guide for the argument:

X
α // Y

β // X.

M ˆN

h
;;
k

66

h

44

Applying the universal property of pX,hq with the R-balanced biadditive map k, we get a unique abelian

group homomorphism α above that makes its triangle commute; in particular, the uniqueness statement is

clear. Likewise, applying the universal property of pY, kq with h, we get an abelian group homomorphism β

that makes its triangle commute. Then, β ˝ α is an abelian group homomorphism such that pβ ˝ αq ˝ h “ h,

and the identity map is another. By the uniqueness property of pX,hq, β ˝ α is the identity. A similar

argument shows that α ˝ β is the identity too, so α is an isomorphism. �

Theorem 2.47. Let R be a (not necessarily commutative) ring, let M be a right R-module, let N be a left

R-module. Then a tensor product M bR N exists and is given by defining an abelian group M bR N by

generators and relations as follows:

‚ The generators are all expressions of the form mb n for m PM and n P N .

‚ The relations are

(1) pm`m1q b n “ mb n`m1 b n for all m,m1 PM and n P N ,

(2) mb pn` n1q “ mb n`mb n1 for all m PM and n, n1 P N , and

(3) pmrq b n “ mb prnq for all m PM , n P N , and r P R.

Equivalently, M bR N is the quotient
À

pm,nqPMˆN Z ¨ pmb nq
pY q

where

Y “ tpm`m1q b nq ´mb n´m1 b nu Y tmb pn` n1q ´mb n´mb n1u Y tpmrq b n´mb prnqu.

Further we define h : M ˆN ÑM bR N to be the function hpm,nq “ mb n.

Then the pair pM bR N,hq defined above is the tensor product of M and N .
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Proof. It is immediate from the construction that h is R-balanced biadditive. Given a biadditive map

b : M ˆN Ñ A, define b̃ :
À

pm,nqPMˆN Z ¨ pmb nq Ñ A to be the unique homomorphism of abelian groups

sending the basis element mb n to bpm,nq. Since b is biadditive, we have

b̃ppm`m1q b n´mb n´m1 b nq “ bpm`m1, nq ´ bpm,nq ´ bpm1, nq “ 0,

b̃pmb pn` n1q ´mb n´mb nq “ bpm,n` n1q ´ bpm,nq ´ bpm,n1q “ 0,

and

b̃ppmrq b n´mb prnqq “ bpmr, nq ´ bpm, rnq “ 0.

Thus b̃pă Y ąq “ 0 and so it induces a homomorphism of abelian groups

α : M bR N Ñ A.

It is evident from the construction that α ˝ h “ b. Since the image of B generates M bA N as an abelian

group, α is the unique homomorphism satisfying this equation.

If β is any abelian group homomorphism with β ˝ h “ b, we have βpm b nq “ βphpm,nqq “ bpm,nq “

αpm b nq. Since the elements of the form m b n generate M bR N as an abelian group, we must have

β “ α. �

Note that the map induced by a biadditive map b sends mb n ÞÑ bpm,nq.

Remark 2.48. In this explicit construction, every element is a sum of simple tensors (elements of the form

mb n) but in general, not every element is itself a simple tensor.

Remark 2.49. While the construction of tensor products may feel easier to work with at first, it is important

to keep in mind that it is hard to tell when two combinations of simple tensors are equal. In general, when

we want to define a map from a tensor product, it is better to use the universal property, since we don’t

have to worry about well-definedness. However, to define a map into a tensor product, using the concrete

description is often easier.

Optional Exercise 2.50. In M bR N we have 0M b n “ 0MbRN “ mb 0N for each m PM,n P N .

Lecture of September 24, 2021

Example 2.51. I claim Z{mZbZ Z{nZ – Z{gZ where g “ gcdpm,nq.

Proof. Define a function

b : Z{mZˆ Z{nZÑ Z{gZ

by bpi, jq “ ij. It is not hard to see that b is well-defined (exercise!) and Z-balanced biadditive. By the

universal property, it therefore induces a homomorphism of abelian groups

α : Z{mZbZ Z{nZÑ Z{gZ

such that αpib jq “ ij.

Now define a homomorphism φ : ZÑ Z{mZbZ Z{nZ by sending 1 to 1b 1. Notice that

φpgq “ g ¨ p1b 1q “ g b 1 “ 1b g.

Recall that g “ im` jn for some i, j P Z. So

g b 1 “ imb 1` 1b jn “ 0b 1` 1b 0 “ 0` 0 “ 0.
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So, φ induces a homomorphism

β “ φ : Z{gZÑ Z{mZbZ Z{nZ

with βpiq “ ib 1 “ 1b i.

We have αpβpiqq “ αpib 1q “ i so that α ˝ β “ id.

A typical element of Z{mZb Z{nZ has the form
ř

t it b jt. We have

βpαp
ÿ

t

it b jtqq “
ÿ

t

it ¨ jt b 1 “
ÿ

t

it b jt

and so β ˝ α “ id. �

2.4.2. Module structure of tensor product.

Proposition 2.52. (1) If R is commutative, and M and N are R-modules, then

(a) M bR N is an R-module via the action

r ¨ p
ÿ

i

mi b niq “
ÿ

i

prmiq b ni “
ÿ

i

mi b prniq.

(b) The natural map h : M ˆN ÑM bR N is R-bilinear.

(c) For any R-module A and R-bilinear map b : M ˆ N Ñ A, there is a unique R-module homo-

morphism α : M bR N Ñ A such that b “ α ˝ h.

(2) If M is an pS,Rq-bimodule, and N is an R-module, then consider M ˆ N as an S-module by the

action spm,nq “ psm, nq. We have

(a) M bR N is an S-module via the action

s ¨ p
ÿ

i

mi b niq “
ÿ

i

psmiq b ni.

(b) The natural map h : M ˆN ÑM bR N is S-linear.

(c) For any S-module A and S-linear R-balanced biadditive map b : M ˆN Ñ A, there is a unique

S-module homomorphism α : M bR N Ñ A such that b “ α ˝ h.

(3) If M is an R-module, and N is an pR,Sq-bimodule, then consider M ˆ N as a right S-module by

the action pm,nqs “ pm,nsq. We have

(a) M bR N is a right S-module via the action

s ¨ p
ÿ

i

mi b niq “
ÿ

i

mi b pnisq.

(b) The natural map h : M ˆN ÑM bR N is right S-linear.

(c) For any right S-module A and right S-linear R-balanced biadditive map b : M ˆN Ñ A, there

is a unique right S-module homomorphism α : M bR N Ñ A such that b “ α ˝ h.

Proof. Let’s consider case (2).

For (a), the first thing we need to show that the action of an element s P S on M bR N is a well-defined

function. To do this, consider the map µs : M ˆ N Ñ A given by the rule µspm,nq “ sm b n. We claim

that this is R-balanced biadditive. Indeed,

µspm`m
1, nq “ pspm`m1qq b n “ psm` sm1q b n “ smb n` sm1 b n “ µspm,nq ` µspm

1, nq,

similarly µspm,n` n
1q “ µspm,nq ` µspm,n

1q, and

µspmr, nq “ smr b n “ smb rn “ µspm, rnq.
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Thus, we obtain a well-defined map M bRN ÑM bRN that sends mbn ÞÑ smbn, and the given formula

follows. It is easy to check that this action satisfies the module axioms.

For (b), we already know this map is additive. To see that it is S-linear, we compute

hpspm,nqq “ hpsm, nq “ smb n “ spmb nq “ shpm,nq.

For (c), we know that since f is R-balanced biadditive map there exists a unique additive map α such

that b “ α ˝ h. We just need to show that this map is S-linear:

αpsp
ÿ

i

mi b niqq “ αp
ÿ

i

smi b niq “
ÿ

i

αpsmi b niq “
ÿ

i

αphpsmi, niqq

“
ÿ

i

bpsmi, niq “ sp
ÿ

i

bpmi, niqq “ sp
ÿ

i

αpmi b niqq “ spαp
ÿ

i

mi b niqq.

Case (3) is quite analogous. Case (1) is a special case of (2): we consider M as an pR,Rq-bimodule. The

extra equality in (a) follows from rm b n “ mr b n “ m b rn. For (b) and (c), we note that R-bilinear is

equivalent to R-balanced biadditive plus R-linear with respect to the module structure given in case (2). �

We can take tensor products of maps as well.

Lemma 2.53. Let f : M ÑM 1 be a homomorphism of right R-modules and g : N Ñ N 1 be a homomorphism

of left R-modules. There exists a unique homomorphism of abelian groups f b g : M bR N Ñ M 1 bR N
1

such that

pf b gqpmb nq “ fpmq b gpnq

for all m PM and n P N .

If R is commutative, this map is R-linear.

If M and M 1 are pS,Rq-bimodules, and f is also S-linear, then this map is an S-module homomorphism.

Proof. The function

M ˆN // M 1 bR N
1

pm,nq
� // fpmq b gpnq

is R-balanced biadditive (and bilinear when R is commutative), so the universal property of tensor products

gives the desired R-module homomorphism, which is unique. In the bimodule case, S-linearity follows from

observing that the function displayed above is S-linear on the first argument. �

Definition 2.54. Let R be a ring and M be a right R-module. There is an additive covariant functor

M bR ´ : R´Mod Ñ Ab

that on objects sends N to M bR N , and on morphisms sends f : N Ñ N 1 to the map 1M b f .

If R is commutative, we can consider M bR ´ as a functor from R´Mod Ñ R´Mod.

If M is a pS,Rq-bimodule, we can consider M bR ´ as a functor from R´Mod Ñ S ´Mod.

Proof. Well definedness of the maps comes from the lemma. Given A
g
ÝÑ B

f
ÝÑ C, we have

p1M b pfgqqpmb aq “ mb pfgqpaq “ p1M b fqp1M b gqpmb aq,

so p1M b pfgqq ´ p1M b fqp1M b gq vanishes on a generating set for M bR A, and hence is zero. Similarly

for the identity property.

For additivity, we observe that

p1M b pf ` gqqpmb nq “ mb pf ` gqpnq “ mb fpnq `mb gpnq “ pp1M b fq ` p1M b gqqpmb nq,
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and since simple tensors generate, we have 1M b pf ` gq “ 1M b f ` 1M b g. �

Remark 2.55. We can equally well discuss ´bRN : Rop´Mod Ñ Ab (or other targets when we have more

structure akin to above).

Lecture of September 27, 2021

The key to unlocking more examples of tensor will be to prove that it is right exact.

Theorem 2.56. Let M be a right R-module. The functor M bR ´ : R´Mod Ñ Ab is right exact.

Proof. Let

A
i
ÝÑ B

p
ÝÑ C Ñ 0

be exact. We need to show that

M bR A
1Mbi
ÝÝÝÝÑM bR B

1Mbp
ÝÝÝÝÑM bR C Ñ 0

is exact.

‚ 1M b p is surjective: Given
ř

imi b ci P M bR C, we can find bi P B such that ppbiq “ ci for all i;

then p1M b pqp
ř

imi b biq “
ř

imi b ci.

‚ imp1M b iq Ď kerp1M b pq: We have p1M b pqp1M b iq “ 1M b ppiq “ 1M b 0 “ 0.

‚ kerp1M bpq Ď imp1M b iq: From above, the map 1M bp induces a surjection α : pM bRBq{ imp1M b

iq ÑM bR C that maps mb b ÞÑ mb ppbq. We will construct an inverse for this map.

Consider the map

µ : M ˆ C // pM bR Bq{ imp1M b iq

pm, cq � // mb b for some b with ppbq “ c.

To see this is well-defined, note that if ppbq “ ppb1q “ c, then ppb´ b1q “ 0, so b´ b1 “ ipaq for some

a P A, so

pmb bq ´ pmb b1q “ mb pb´ b1q “ mb ipaq P imp1M b iq.

We then check µ is R-balanced biadditive:

µpm`m1, cq “ pm`m1q b b “ mb b`m1 b b “ µpm, cq ` µpm1, cq.

If ppbq “ c and ppb1q “ c1, then ppb` b1q “ c` c1, so

µpm, c` c1q “ mb pb` b1q “ mb b`mb b1 “ µpm, cq ` µpm, c1q,

and, if ppbq “ c, then pprbq “ rc, so

µpmr, cq “ mr b b “ mb rb “ µpm, rcq.

Thus, µ induces an additive homomorphism β : M bRC Ñ pM bRBq{ imp1M b iq. By construction,

we have β ˝ αpmb bq “ mb b for all simple tensors, and thus this is the identity map since simple

tensors generate.

Since α has a left inverse, it follows that α is injective, so imp1M b iq is equal to the kernel of

1M b p. �

2.4.3. Examples of tensors.



32 MATH 901 LECTURE NOTES, FALL 2021

Proposition 2.57. Let R be a ring. There is a natural isomorphism between RbR´ and the identity functor

on R ´Mod. In particular, for every R-module M , there is an R-module isomorphism R bR M – M for

every (left) R-module M .

Proof. Note that R is an pR,Rq-bimodule, so RbRM is again an R-module. Now,

RˆM // M

pr,mq � // rm

is biadditive (by distributive laws), R-balanced (by associativity module axiom), and R-linear, so it induces

a homomorphism of R-modules RbRM
ϕM // M. By construction, ϕM is surjective. Moreover, the map

M
fM // RbRM

m � // 1bm

is a homomorphism of R-modules, since

fM pa` bq “ 1b pa` bq “ 1b a` 1b b

fM praq “ 1b praq “ r b a “ rp1b aq “ rfM paq.

For every m P M , ϕMfM pmq “ ϕM p1 b mq “ 1m “ m, and for every simple tensor, fMϕM pr b mq “

fM prmq “ 1b prmq “ r bm. This shows that ϕM is an isomorphism.

Finally, given any f P HomRpM,Nq, since f is R-linear we conclude that the diagram

RbRM
ϕM //

1bf

��

M

f

��
RbN

ϕN
// N

commutes, as r bm ÞÑ rfpmq either way, so our isomorphism is natural. �

Proposition 2.58. Let R be a ring, tMλuλPΛ be a family of right R-modules, N be a left R-module. There

is an isomorphism

φ :

˜

à

λPΛ

Mλ

¸

bR N
–
ÝÑ

à

λPΛ

pMλ bR Nq

that sends pmiqiPI b n to pmi b nqiPI . This is an isomorphism of abelian groups in general, of R-modules

in the commutative case, of S-modules if each Mλ is an pS,Rq-bimodule, and of right S-modules if N is an

pR,Sq-bimodule.

Proof. Define

b :

˜

à

λPΛ

M

¸

ˆN Ñ
à

λPΛ

pMλ bR Nq

by

bppmλq, nq “ pmλ b nq.

The map b is R-balanced biadditive in general, and linear with respect to the specified action in each of the

other cases. Thus, it induces a morphism φ of the specified type.
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To show φ is an isomorphism, we construct an inverse. For each i we define a pairing

bλ : Mλ ˆN Ñ

˜

à

λPΛ

Mλ

¸

bR N

by bλpx, nq “ ιλpxqbn, where ιλ : Mλ Ñ p
À

λPΛMλq is the canonical inclusion map. Then bλ is R-balanced

biadditive in general, and linear with respect to the specified action in each of the other cases and hence

induces a morphism ψi : Mλ bR N Ñ p
À

λPΛMλq bR N .

By the universal mapping property for coproducts the maps ψλ, λ P Λ determine a morphism

ψ :
à

λPΛ

pMλ bR Nq Ñ

˜

à

λPΛ

Mλ

¸

bR N.

It is easy to see that both ψ ˝φ and φ ˝ψ are the identity maps by observing that they act as the identity

on simple tensors. �

Remark 2.59. The same property holds on the right side of the tensor.

Example 2.60. If F “ R‘Λ is a free module, and M is any R-module, then R‘Λ bRM – M‘Λ, and this

isomorphism is natural in M .

Example 2.61. As a special case, R‘Γ bR R
‘Λ is a free module on the basis teγ b eλ | pγ, λq P Γˆ Λu.

Even more concretely, if K is a field, KmbKK
n – Kmˆn is isomorphic to the collection of mˆn matrices,

by the isomorphism that takes eib ej to the matrix that has a 1 in the i, j entry and zeroes elsewhere. This

morphism then sends pa1, . . . , amqb pb1, . . . , bnq to raibjs, the outer product of these matrices. Observe that

the simple tensors correspond exactly to the matrices of rank at most one.

Remark 2.62. Let R be a ring, M be a right R-module, and N be a left R-module. We can compute MbRN

by taking a presentation of M

R‘Γ φ
ÝÑ R‘Λ ÑM Ñ 0

and tensoring with N to get

N‘Γ ÝÑ N‘Λ ÑM bR N Ñ 0,

so M bR N is isomorphic to the cokernel of the map N‘Γ Ñ N‘Λ induced by φ. We can also compute

M bR N by taking a presentation of M

R‘Ξ ψ
ÝÑ R‘Ω Ñ N Ñ 0

and tensoring with M to get

M‘Ξ ÝÑM‘Ω ÑM bR N Ñ 0,

so M bR N is isomorphic to the cokernel of the map M‘Γ ÑM‘Λ induced by ψ.

Example 2.63. Let R be a commutative ring, I an ideal, and M a module. There is an isomorphism

R{I bRM –M{IM . Indeed, if I “ ptfγuq, then we have a presentation

R‘Γ ¨rtfγus
ÝÝÝÝÑ RÑ R{I Ñ 0,

so

M‘Γ ¨rtfγus
ÝÝÝÝÑM Ñ R{I bRM Ñ 0

is exact. The image of the first map is just IM , so we obtain the isomorphism.

Lecture of September 29, 2021
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Tensor is not exact in general.

Example 2.64. Consider the short exact sequence

0 Ñ Z 2
ÝÑ ZÑ Z{2ZÑ 0

and apply ´bZ Z{2Z. We obtain the complex

0 Ñ Z{2Z 0
ÝÑ Z{2Z 1

ÝÑ Z{2ZÑ 0,

which is exact at the last two Z{2Z’s but not at the first one.

The following properties are also useful properties for computing tensors.

Optional Exercise 2.65. Let R be commutative and M and N be R-modules. There is an isomorphism

M bR N – N bRM .

Optional Exercise 2.66. Let R and S be rings. Let L be a right R-modules, M be an pR,Sq-bimodule,

and N be an S-module. Then pLbRMq bS N – LbR pM bS Nq.

An important case of the tensor functor is tensoring with a ring.

Definition 2.67. Let φ : RÑ S be a ring homomorphism. The functor

S bR ´ : R´Mod Ñ S ´Mod

is called the functor of extension of scalars from R to S.

Observe that S is an pS,Rq-bimodule, so this functor does indeed return S-modules. By the discussion

above, extension of scalars turns an R-module into the S-module with the same presentation.

2.4.4. Hom tensor adjointess. The Hom and tensor functors are closely related.

Theorem 2.68. Let R,S be rings, and A be an pR,Sq-bimodule, B be an S-module, and C be and R-module.

There is an isomorphism

HomRpAbS B,Cq – HomSpB,HomRpA,Cqq.

Moreover, these isomorphisms are natural in each argument.

Proof. Take

η : HomRpAbS B,Cq Ñ HomSpB,HomRpA,Cqq

by the rule ηpφqpbqpaq “ φpab bq. We check

The map ηpφqpbq that sends a ÞÑ φpab bq for fixed b is R-linear: addition is fine and

ηpφqpbqpraq “ φprab bq “ φprpab bqq “ rφpab bq “ rηpφqpbqpaq.

The map ηpφq that sends b ÞÑ φp´ b bq is S-linear: addition is fine and

ηpφqpsbqpaq “ φpab sbq “ φpasb bq “ psηpφqpbqqpaq.

Now take

µ : HomSpB,HomRpA,Cqq Ñ HomRpAbS B,Cq
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by the rule µpψqpa b bq “ ψpbqpaq. We need to check that µpψq is well-defined and R-linear: to do this we

check that the map Aˆ B Ñ C given by pa, bq ÞÑ ψpbqpaq is S-balanced biadditive and R-linear on the left

factor (omitted).

We then see that µ and η are mutually inverse:

pµ ˝ ηqpφqpab bq “ ηpφqpbqpaq “ φpab bq

pη ˝ µqpψqpbqpaq “ µpψqpab bq “ ψpbqpaq.

What do the naturality claims mean? First, this is a natural isomorphism as a functor of A:

HomRp´ bS B,Cq
–
ùñ HomSpB,HomRp´, Cqq,

and likewise for B and C. We won’t write these out, but they are straghtforward. �

Hom-tensor adjunction has a nice consequence in terms of extension of scalars.

Definition 2.69. Let φ : RÑ S. There is a functor

Resφ : S ´Mod Ñ R´Mod

called the functor of restriction of scalars that maps an S-module M to the R-module that is the same

abelian group as M with action r ¨m “ φprqm, and is the identity mapping on morphisms.

When φ is injective, this restriction is literally just restricting the action. Evidently, this functor is exact,

as it does nothing on the level of abelian groups, and exactness can be characterized there.

Proposition 2.70. Let φ : RÑ S be a ring homomorphism. Let M be an R-module and N be an S-module.

There is an isomorphism

HomRpM,ResφpNqq – HomSpS bRM,Nq.

These isomorphisms are natural in M and in N .

Proof. Consider S as an pS,Rq-bimodule, where the right action is through φ. With this structure, HomSpS,Nq –

ResφpNq. Thus, this follows from Hom-tensor adjunction. �

Lecture of October 1, 2021

2.4.5. Multilinear maps. Let R be a commutative ring. Associativity of tensor implies that for any finite set

of modules M1, . . . ,Mn, we can tensor them all together and it doesn’t matter how we group them.

Observe that for any R-modules M and N , if M is generated by m1, . . . ,ma and N is generated by

n1, . . . , nb, then M bR N is generated by tmi b nj | i “ 1, . . . , a; j “ 1, . . . , bu: we can write any element as

a sum of simple tensors, and write each simple tensor mb n “ p
ř

i rimiq b p
ř

j sjbjq “
ř

i,j risjpmi b njq.

Likewise, by a straightforward induction on n, in M1 bR ¨ ¨ ¨ bR Mn, every element is a sum of simple

tensors, and an R-linear combination of simple tensors of generators of the modules Mi.

Definition 2.71. Let R be a commutative ring, and M1, . . . ,Mn, N be R-modules. We say that a map

ψ : M1 ˆ ¨ ¨ ¨ ˆMn Ñ N is multilinear or R-multilinear if it is R-linear in each argument: i.e., for each i,

ψpm1, . . . , rmi `m
1
i, . . . ,mnq “ rψpm1, . . . ,mi, . . . ,mnq ` ψpm1, . . . ,m

1
i, . . . ,mnq.

Note that when n “ 2, this is just the notion of R-bilinear.



36 MATH 901 LECTURE NOTES, FALL 2021

Proposition 2.72. There is a multilinear map

h : M1 ˆ ¨ ¨ ¨ ˆMn ÑM1 bR ¨ ¨ ¨ bRMn

that satisfies the following universal property: for any multilinear map ψ : M1 ˆ ¨ ¨ ¨ ˆMn Ñ N , there is an

R-linear map α : M1 bR ¨ ¨ ¨ bRMn Ñ N such that ψ “ α ˝ h.

Proof. For the map h, we take hpm1, . . . ,mnq “ m1b ¨ ¨ ¨ bmn. Then, if such a map α exists, we must have

αpm1 b ¨ ¨ ¨ b mnq “ ψpm1, . . . ,mnq; since simple tensors generate, α is unique if it exists. For existence,

we can proceed by induction on n. For any fixed mn P Mn, the map ψ is a multilinear map on the first

n ´ 1 arguments, so by the inductive hypothesis, we obtain an R-linear map M1 bR ¨ ¨ ¨ bR Mn´1 Ñ N

that sends m1 b ¨ ¨ ¨ b mn´1 ÞÑ ψpm1, . . . ,mnq. Since we have such a map for each mn, we get a map

M1 bR ¨ ¨ ¨ bRMn´1 ˆMn Ñ N that we can check to be bilinear, and this induces the desired map. �

2.4.6. Tensor products of rings.

Proposition 2.73. Let A be a commutative ring, and R and S be commutative A-algebras. Then the tensor

product RbAS is a commutative ring, where the multiplication on simple tensors is given by prbsq¨pr1bs1q “

rr1 b ss1.

Proof. We need to show that there is a well-defined map that corresponds to this formula for multiplication.

Note that the map

Rˆ S ˆRˆ S // RbA S

pr, s, r1, s1q � // rr1 b ss1

is multilinear over A. Thus, we get a well defined map

RbA S bA RbA S // RbA S

r b sb r1 b s1
� // rr1 b ss1.

Thinking of R bA S bA R bA S “ pR bA Sq bA pR bA Sq and precomposing with the natural map from

product to tensor product, we get a well defined A-bilinear map

pRbA Sq ˆ pRbA Sq // RbA S

pr b s, r1 b s1q � // rr1 b ss1.

The bilinearity of this map translates into the distributive laws. Commutativity and associativity of mul-

tiplication can be checked on simple tensors, since these generate, and for each these follow from the same

properties in R and S. 1b 1 is an evident multiplicative identity. �

Optional Exercise 2.74. If R and S are commutative rings, then R bZ S is the coproduct of R and S in

the category of commutative rings. Moreover, if R and S are commutative A-algebras, then R bA S is the

coproduct of R and S in the category of commutative A-algebras.

Proposition 2.75. If A is a commutative ring, and R is an A-algebra, then Arx1, . . . , xnsbAR – Rrx1, . . . , xns

as rings.

Proof. Consider the map Arx1, . . . , xns ˆRÑ Rrx1, . . . , xns given by pfpxq, rq ÞÑ rfpxq. This is A-bilinear,

so we get an induced map on the tensor product. It is evidently additive, and also clearly multiplicative, so

it is a ring homomorphism.
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Consider the structure of Arx1, . . . , xns as an A-module. Every element is an A-linear combination of

monomials in a unique way, so the monomials form a free basis. Similarly for Rrx1, . . . , xns. Thus, we have

Arx1, . . . , xns bA R “ p
à

α

Axαq bA R –
à

α

Rxα “ Rrx1, . . . , xns,

where the middle isomorphism is the extension of scalars isomorphism that sends xα b 1 to xα, so this

isomorphism is the same map considered above; hence our map is an isomorphism. �

Example 2.76. Arxs bA Arxs “ Arx, ys.

Proposition 2.77. If A is a commutative ring, R is an A-algebra, and S “ Arx1, . . . , xns{I is an A-algebra,

then

RbA S –
Rrx1, . . . , xns

IRrx1, . . . , xns
.

Lecture of October 4, 2021

2.5. Projective, injective, and flat modules.

2.5.1. Projective modules.

Definition 2.78. An R-module P is projective if given any surjective homomorphism of modules p : N � N2

and a homomorphism f : P Ñ N2, there is a homomorphism g : P Ñ N such that p˝g “ h. In other words,

given the solid arrows in the diagram

P

f

��

Dg

}}
N

p // N2 // 0

in which the bottom row is exact, there exists at least one dotted arrow that causes the triangle to commute.

Proposition 2.79. Every free R-module is projective.

Proof. Suppose P is free with basis B and let a diagram as in the definition be given. Since p is surjective,

for each b P B, we can find an element nb P N such that fpbq “ ppnbq. Since B is a basis, the assignment

b ÞÑ nb extends uniquely to an R-module homomorphism g : P Ñ N . The triangle commutes since p ˝ g and

f agree on B. �

We will see soon that the converse is false.

Proposition 2.80. For a ring R and module P , the following are equivalent:

(1) P is projective,

(2) the functor HomRpP,´q is exact,

(3) every short exact sequence of the form 0 Ñ N 1 Ñ N Ñ P Ñ 0 is split,

(4) every surjective R-module homomorphism p : N � P has a right inverse, and

(5) P is a summand of a free R-module; i.e., there is an R-module Q such that F “ P ‘ Q is a free

R-module.

Proof. Since HomRpP,´q is left exact for any module P , HomRpP,´q is exact if and only if it preserves

surjections. The definition of “projective” is just an unpackaging of the property that HomRpP,´q preserves

surjections. The equivalence of (1) and (2) is thus essentially by definition.

The equivalence of (3) and (4) follows from the Splitting Theorem. Note that given an surjective map

p : N � P , we may form the short exact sequence 0 Ñ kerppq Ñ N
p
ÝÑ P Ñ 0.
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Suppose (1) holds and p : N � P is onto. Applying the definition with f “ idP and p “ p gives an

R-linear map g such that p ˝ f “ idP . So (1) ñ (4).

To see (1) implies (4), let p : N � P be surjective, and consider the identity map on P . By (1), the

identity map factors through p, so p has a right inverse.

Assume (3) holds. By choosing a generating set for P (e.g., all of P ) we may find a surjection p : F � P

with F a free R-module. This map splits by assumption, and thus P ‘ kerppq – F , so that (5) holds. So (3)

ñ (5).

Assume (5) holds. Say F “ P ‘Q is free, and let a diagram as in the definition be given. Let π : F � P

be the canonical surjection. Since F is projective (by the example above), there is a h : F Ñ N so that

p ˝ h “ f ˝ π. Define g : P Ñ N to be h ˝ ι where ι : P Ñ F sends x to px, 0q. Then ppgpxqq “ pphpx, 0qq “

fpπpx, 0qq “ fpxq. So P is projective (i.e. (1) holds). �

Remark 2.81. The proof of (5) ñ (1) shows more than advertised: it shows that if P is a summand of

projective R-module, then P is projective.

Example 2.82. Let R “ Zr
?
´5s and let P be the ideal p2, 1 `

?
´5q. We claim P is projective as an

R-module, but not free.

It’s not free since an ideal in an integral domain is free as a module if and only if it is principal (exercise).

And you should have seen in 818 that this ideal is not principal.

To prove it is projective I will prove it is a summand of a free module. Let

π : R2 � P

be the map given by the row vector r2, 1`
?
´5s; that is πpx, yq “ 2x` p1`

?
´5qy, which is clearly onto.

Define j : P Ñ R2 to be the map

jpzq “ p´z, 3z{p1`
?
´5qq.

The target of j really is R2 since for z “ 2α` p1`
?
´5qβ we have

jpzq “ p´z, p1´
?
´5qα` 3βq P R2,

using that 3 ¨ 2 “ p1´
?
´5qp1`

?
´5q. We have

πpjpzqq “ ´2z ` 3z “ z;

that is, p is a split surjection with splitting j. It follows that

R2 – P ‘ kerpπq,

and hence P is projective.

Example 2.83. Let

R “ Rrx, y, zs{px2 ` y2 ` z2 ´ 1q

and let P be the kernel of the map

π : R3 rx,y,zs
ÝÝÝÝÑ R.

π is in fact a split surjection, since π ˝ j “ idR where jprq “ pxr, yr, zrq. This also follows because R is

projective. So we have

R3 – P ‘R

and in particular this shows P is projective.

It’s not free; can you prove it? Tip: Hairy Ball Theorem.
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Lecture of October 6, 2021

The following technical result is sometimes useful:

Optional Exercise 2.84. Let R be a ring and tMλuλPΛ a family of R-modules. The coproduct (direct

sum)
À

λPΛMΛ of this family is projective if and only if each Mλ is projective.

2.5.2. Injective modules. Injective is the dual notion for projective.

Definition 2.85. An R-module E is injective if given solid arrows as in the diagram

0 // N 1

f

��

i // N

Dg~~
E

in which the top row is exact, there exists at least one dotted arrow that causes the triangle to commute.

Example 2.86. If K is a field, then K is an injective K-module. Given a diagram

0 // W

f

��

i // V

~~
K

of K vector spaces, there is a splitting q of i, and we can take f ˝ q as the desired map.

Example 2.87. Z is not an injective Z-module: there is no Z-linear map making the diagram commute

below

0 // Z

1

��

2 // Z

��
Z

since such a map would send 2 to 1.

Proposition 2.88. The following are equivalent for an R-module E:

(1) E is injective,

(2) the functor HomRp´, Eq is exact,

(3) every short exact sequence of the form 0 Ñ E Ñ N Ñ N2 Ñ 0 is split, and

(4) every injective R-module homomorphism of the form j : E ÑM has a left inverse.

Proof. As with the previous proposition, the equivalence of (1) and (2) is essentially by definition, since

HomRp´, Eq is left exact for any module E, so this functor is right exact if and only if it takes injections

i : N 1 Ñ N to surjections HomRpi, Eq : HomRpN,Eq Ñ HomRpN
1, Eq. Likewise, the equivalence of (3) and

(4) follows from the Splitting Theorem.

The proof of (1) ñ (4) is very similar to the analogous proof for the proposition involving projective

modules above: if E is injective and j : E ÑM is an injective R-linear map, then

0 // E

idE
��

j // M

Dq~~
E
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can be completed, and q ˝ j “ idE for any such completion.

Assume (4) and let a diagram as in the definition of “injective” be given. Form the module

M “
E ‘N

tpfpn1q,´ipn1qq | n1 P N 1u
.

(This is called a pushout of E and N .) Let j : E Ñ M be the map sending a to the class of pa, 0q and let

h : N ÑM be the map sending n to the class of p0, nq. Then the diagram below commutes

N 1
i //

f

��

N

h

��
E

j // M

and I claim that j is injective. The former is clear by construction of M : given n1 P N 1, we have jpfpn1qq ´

hpipn1qq “ pfpn1q,´ipn1qq “ 0 P M . If jpaq “ pa, 0q “ 0 in M , then there is an n1 P N 1 such that fpn1q “ a

and ipn1q “ 0. But i is injective and hence a “ 0.

By assumption (i.e. statement (4)), there is a map q : M � E such that q ˝ j “ idE . Define g : N Ñ E

as g :“ q ˝ h. Then g ˝ i “ q ˝ h ˝ i “ q ˝ j ˝ f “ idE ˝ f “ f .

This proves E is injective. �

Optional Exercise 2.89. If tMλuλPΛ is a collection of modules, then
ś

λPΛMλ is injective if and only if

each Mλ is injective.

Example 2.90. If K is a field and R is a K-algebra, then HomKpR,Kq is an injective R-module. Indeed,

HomRp´,HomKpR,Kqq
–
ùñ HomKpRbR´,Kq

–
ùñ HomKp´,Kq, which is exact, since K is an injective

K-vector space.

Example 2.91. Suppose R is an integral domain and E is an injective R-module. The E is divisible: for

every x P E and r P R r 0, there is a y P E such that x “ ry. To see this, just apply the definition to the

diagram

0 // R

x

��

r // R

Dg��
E

Theorem 2.92 (Baer’s criterion). For any ring R, an R-module E is injective if and only if every diagram

of the form represented below in solid arrows

0 // J

f

��

ι // R

Dg��
E

where J is an ideal of R and ι is the inclusion map, can be completed by some dashed homomorphism g to

a commutative diagram.

Proof. One direction is immediate from the definition.
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Suppose each diagram as in the statement can be completed and let a diagram

0 // N 1

f

��

i // N

Dg~~
E

as in the definition of “injective” be given. For simplicity of notation, we may assume i is the inclusion

of a submodule N 1 of N into N . We need to show that given an R-map g : N 1 Ñ E, there is an R-map

g : N Ñ E such that g|N 1 “ f .

Consider pairs pM,hq such that N 1 Ď M Ď N and h : M Ñ E is an R-map such that h|N 1 “ f . Let S
be the collection of all such pairs, and partially order it by pM1, h1q ď pM2, h2q if and only if M1 ĎM2 and

h2|M1 “ h1. The set S is non-empty since pN 1, fq belongs to it.

Let us show S satisfies the hypotheses of Zorn’s Lemma. Suppose tpMi, hiquiPI is a totally ordered subset

of S. Then M :“ YiPIMi is a submodule of N (since the collection is totally ordered) and the function

h : M Ñ E defined as hpmq “ hipmq for any i such that m P Mi is a well-defined R-map (again, since the

collection is totally ordered). So pM,hq P S and pM,hq ě pMi, hiq for all i.

By Zorn’s Lemma, S has a maximal element pM,hq. It suffices to prove M “ N . If not pick x P N rM
and let T “M `Rx. I will show h can be extended to T , arriving at a contradiction:

Set I “ tr P R | rx P Mu. The map R
x
ÝÑ T (sending r to tx) restricts to a map I

x
ÝÑ M by definition of

I, and so we have a commutative square

I
Ď //

x

��

R

x

��
M

Ď // T

By assumption the map α : I Ñ E given as the composition I
x
ÝÑ M

h
ÝÑ E extends to a map :

¯
R Ñ E. This

gives a diagram

I
Ď //

x

��

R

x

��
β

��

M
Ď //

h
''

T

��
E

in which the inner square and the outer quadrilateral both commute. I claim there is an R-map γ : T Ñ E

(the dashed arrow in the diagram) causing both triangles to commute. It is given abstractly by the fact that

the square in this diagram is a push-out. Define γ : T Ñ E by γpm ` rxq “ hpmq ` βprq for m P M and

r P R. I leave it to you to prove γ is well-defined (note that m` rx can equal m1 ` r1x without m1 “ m and

r “ r1) and an R-map. Granting this, we clearly have γ|M “ h. So pM,hq ă pT, γq in S, a contradiction. It

must be the M “ N , and so we have proven E is injective. �

Lecture of October 8, 2021

Corollary 2.93. For a PID, E is an injective R-module if and only if it is divisible.
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Proof. We already proved one direction (for any domain). Assume E is divisible. By Baer’s Criterion and

the fact that every ideal in R is principal by assumption, we just need to show every diagram of the form

0 // Rr

f

��

ι // R

Dg~~
E

can be completed, where r is any element of R. If r “ 0, we may take g “ 0. If r ‰ 0, then let fprq “ x P E.

Since E is divisible there is y P E such that x “ ry, Now define g : R Ñ E by gpuq “ uy and notice

that pg ˝ ιqprq “ gprq “ ry “ x “ fprq hence g ˝ ι “ f for any element of prq since this is true for the

generator r. �

Example 2.94. Using the above criterion, Q, Q{Z, and Cˆ are injective Z-modules.

Not every divisible module is injective.

Example 2.95. Let K be a field, R “ Krx, ys, and Q “ Kpx, yq be the fraction field. Since Q is divisible,

Q{R is as well. However, Q{R is not injective.

Let I “ px, yq, and consider the map f : I Ñ Q{R given by fpax ` byq “ ar 1
y s. To see that this is well

defined, note that if ax ` by “ cx ` dy, then pa ´ cqx “ pd ´ bqy, so y|pa ´ cq, as Krx, ys is a UFD; then

fpax` byq ´ fpcx` dyq “ pa´ cqr 1
y s “ 0. It is easy to see that f is R-linear.

We claim that f cannot be extended to g : R Ñ Q{R. Indeed, given an extension g, write gp1q “ rab s

with a, b P R and a{b in lowest terms (which makes sense since R is a UFD). Note that b cannot be a unit,

since then a{b P R, so rab s “ 0, so g is the zero map and hence f is the zero map, which it is not. We have

0 “ fpyq “ gpyq “ ygp1q “ yrab s, so ya
b P R. Thus b|y in R, so without loss of generality, b “ y. We also have

r 1
y s “ fpxq “ gpxq “ xgp1q “ xray s, which means that 1´ax

y P R, so y|p1´ axq, which is a contradiction.

Note that every R-module admits a surjection from a projective R-module: there is a surjection from a

free module. The dual statement is true for injectives as well.

Proposition 2.96. Let M be an R-module. There exists an injective module E and an injective homomor-

phism i : M Ñ E.

Proof. First, we deal with the case that R “ Z.

Observe that if Zx is a nonzero cyclic group, there is a nonzero additive map M Ñ Q{Z: map x to r1{ns

for some n that divides the order of x if finite, or to an arbitrary r1{ns if infinite. Now, for an arbitrary

abelian group A, for any nonzero x we have

0 Ñ ZxÑ AÑ A{ZxÑ 0

exact, so since Q{Z is injective, we can extend any map from ZxÑ Q{Z to a map from A. For every nonzero

a P A, fix an additive map φa : A Ñ Q{Z and let φ : A Ñ
ś

aPAr0Q{Z be given by φpxq “ pφapxqqaPAr0.

By construction this is an injective homomorphism, and Q{Z is an injective module.

Now let R be arbitrary, and M be an R-module. Considering M as an abelian group, there is an injective

abelian group D and additive map j : M Ñ D by the case above. By left exactness of Hom, there is an

injection HomZpR,Mq
j˚
ÝÑ HomZpR,Dq. This map is R-linear:

rj˚pαqpsq “ rpjαqpsq “ jαpsrq “ jprαqpsq “ j˚prαqpsq.
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Furthermore, there is an injection M – HomRpR,Mq Ď HomZpR,Mq. Put together, we obtain an R-linear

injection M Ñ HomZpR,Dq.

It remains to see that HomZpR,Dq is an injective R-module. But

HomRp´,HomZpR,Dqq
–
ùñ HomZpRbR ´, Dq

–
ùñ HomZp´, Dq

is exact, so this is the case. �

2.5.3. Flat modules.

Definition 2.97. An R-module N is flat if for every injective homomorphism of right R-modules M
f
ÝÑM 1,

the induced map M bR N
fb1N
ÝÝÝÝÑM 1 bR N is injective.

Since tensor is right exact, a module N is flat if and only if ´bR N is an exact functor.

Optional Exercise 2.98. Given a family of R-modules tMλuλPΛ,
À

λMλ is flat if and only if every Mλ is

flat.

All projectives are flat.

Theorem 2.99. Every projective R-module is flat.

Proof. First, recall that ´bR R is naturally isomorphic to the identity functor, and thus exact. This shows

that R is flat, and thus any free module, being a direct sum of copies of R, must also be flat. Finally, every

projective module is a direct summand of a free module. Direct summands of flat modules are flat, so every

projective module is flat. �

Proposition 2.100. If R is a commutative ring, and S is any multiplicatively closed set, then S´1R is a

flat R-module.

Proof. You showed on the homework that the functor ´bR S
´1R is naturally isomorphic to the localization

functor, which is exact. �

3. Simplicity, semisimplicity, and representation theory

3.1. Group rings and representations. We will take a brief aside to discuss an important class of exam-

ples of modules.

3.1.1. Representations.

Definition 3.1. Let G be a group. A representation of G over a field K is a K-vector space V equipped

with a group homomorphism ρ : G Ñ AutKpV q. More generally, a representation of G over a ring R is an

R-module V equipped with group homomorphism ρ : GÑ AutRpV q. We may also say that G acts linearly

on V .

One often simply says that V is a representation of G if the homomorphism ρ is understood.

Remark 3.2. We can think of this data in a number of different ways.

(1) Given a representation pV, ρq, the map

Gˆ V // V

pg,mq // g ¨ v :“ ρpgqpvq

satisfies the properties
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(a) e ¨ v “ v

(b) gh ¨ v “ g ¨ ph ¨ vq

(c) g ¨ pv ` wq “ pg ¨ vq ` pg ¨ wq

(d) g ¨ rv “ rpg ¨ vq,

In particular, the first two conditions say that G acts on V in the sense of group action on a set, and

the last two say that the action of any element is by an R-linear map. Conversely, any such function

ψ yields a representation pV, ρq.

(2) If V “ Rn is free, then AutRpV q – GLnpRq, where GLnpRq is the group of n ˆ n invertible

matrices with entries in R. By a slight abuse of notation, we will say that a group homomorphism

GÑ GLnpV q is a representation of G.

Example 3.3. (1) For any group G, and any R-module V , there is the trivial representation ρ : G Ñ

AutRpV q where ρpgq “ 1V for all g P G. In this action, every element acts trivially on M .

(2) Any representation on V “ R is determined by specifying a group homomorphism ρ : G Ñ

AutRpRq – Rˆ.

For example, if G “ Cn “ xgy (the multiplicative cyclic group of order n) and R “ C, there are

n possible such homomorphisms, determined by ρpgq “ e
2πki
n where 0 ď k ď n´ 1.

Another important example of a rank 1 representation is the sign representation of the symmetric

group Sn, given by the group homomorphism which assigns to each permutation its sign, regarded

as an element of the arbitrary ring R.

(3) The symmetric group Sn acts on a free R-module with basis b1, . . . , bn by permuting coordinates:

ρpσqpbiq “ bσpiq. For a concrete example, S3 acts on R3, where, for example p132q ¨ pa1, a2, a3q “

pa2, a3, a1q.

(4) Let G “ D2n, symmetries of the equilateral polygon on n vertices. Then G acts linearly on V “ R2

by rotations and reflections. If G is generated by r (rotation by 2π{n) and l (reflection about the

y-axis), then the associated group homomorphism ρ : GÑ GL2pRq maps

ρprq “

«

cosp2π{nq ´ sinp2π{nq

sinp2π{nq cosp2π{nq

ff

ρplq “

«

´1 0

0 1

ff

.

(5) Let R “ K be a field,V “ K2, and let G “ pK,`q. We see that the assignment

ρ : GÑ GL2pKq ρpλq “

«

1 0

λ 1

ff

is a representation. In particular, if K “ Fp, this is a representation of Cp.

Definition 3.4. If ρ : GÑ AutRpV q and ω : GÑ AutRpW q are R-linear representations of G on V and W

respectively then a G-equivariant map from V to W is an R-module homomorphism f : V Ñ W such that

fpgvq “ gfpvq for all v P V . Equivalently the following diagram commutes:

V
f //

φpgq

��

W

ψpgq

��
V

f // W

Definition 3.5. If ρ : GÑ AutRpV q is a representation, a submodule W ď V is G-stable if ρpgqpW q Ď W

for all g P G.
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Example 3.6. For G “ Sn acting by permuting a basis as above, tpλ, . . . , λq | λ P Ku and

tpλ1, . . . , λnq | λ1 ` ¨ ¨ ¨ ` λn “ 0u

are stable subspaces.

Example 3.7. For G “ pK,`q acting on K2 as above, tp0, λq | λ P Ku is a stable subspace.

Proposition 3.8. Fix a group G and a ring R. The collection of left R-linear representations of G and

G-equivariant maps between them forms a category which we will denote RepRpGq.

Lecture of October 13, 2021

3.1.2. Group rings and modules.

Definition 3.9. For any ring R and group G, we define the group ring RrGs as follows: As a set, RrGs is

the free left R-module with basis G; that is,

RrGs “

#

ÿ

g

rgg | rg “ 0R for all by a finite number of g1s

+

.

We define addition as module addition; that is,
˜

ÿ

g

rgg

¸

`

˜

ÿ

h

shh

¸

“
ÿ

fPG

prf ` sf q f.

Multiplication is the unique pairing that obeys the distributive laws and is such that R is a subring, 1RG is

a subgroup of pRrGsˆ, ¨q, and every element of R commutes with every element of G. In general, we have

˜

ÿ

g

rgg

¸

¨

˜

ÿ

h

shh

¸

“
ÿ

fPG

¨

˚

˚

˝

ÿ

pg,hqPGˆG
gh“f

rgsh

˛

‹

‹

‚

f.

where the inner sum is over pairs of group elements whose product is f .

Remark 3.10. As a matter of notation, the element 1Rg will be written as just g and the element reG as

just r, so that we will regard G and R as subsets of RrGs. They overlap in the one element 1ReG which will

be written as just 1.

Remark 3.11. When R is commutative (in particular when R is a field), RrGs is an R-algebra called the

group R-algebra of G.

Optional Exercise 3.12. For any ring R and G “ Cn, prove there is a ring isomorphism

RrCns – Rrxs{pxn ´ 1q.

Proposition 3.13 (Universal Mapping Property of group rings). Let R,A be rings and G a group. Given a

ring homomorphism ι : RÑ A and a group homomorphism f : GÑ pAˆ, ¨q, such that for every r P R, g P G

we have that ιprq and fpgq commute in pA, ¨q, there is a unique ring homomorphism α : RrGs Ñ A such that

α|R “ ι and α|G “ f . Explicitly, α is given by

α

˜

ÿ

g

rgg

¸

“
ÿ

g

ιprgqfpgq.
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Proof. Most of this follows from noticing that RrGs is a coproduct. Indeed, we can vie RrGs as an internal

direct sum RrGs “
À

gPGRg and hence it is the coproduct for the family tRgugPG where each Rg – R. For

each g P G set up an R-module homomorphism fg : Rg Ñ A by mapping fgprggq “ ιprgqfpgq. Then the

definition of coproduct gives a unique R-module homomorphism

α : RrGs “
à

gPG

Rg Ñ A such that α|Rg “ fg.

From the way we defined the maps fg we can deduce that α|R “ ι and α|G “ f and

α

˜

ÿ

g

rgg

¸

“
ÿ

g

ιprgqfpgq.

It remains to check that this map is in fact a ring homomorphism, i.e. it preserves multiplication. This can

be done using the formula for α above and the fact that ιpRq and fpGq commute in A. �

Remark 3.14. If we assumed that A is an R-algebra in the proposition above, then we would not need the

commutativity condition as ιpRq is in the center of A so it commutes with everything.

Lemma 3.15. Let R be a ring, V a left R-module, and G a group. There is a bijection

#

R-linear representations

of G on V

+

oo //

#

RrGs-module structures on V

(extending given action of R)

+

.

Moreover, if V and W are representations, then ψ : V Ñ W is G-equivariant if and only if it is RrGs-

linear.

Proof. Given an RrGs-module structure on V , for every g P G, there is a map mg : V Ñ V given by v ÞÑ g ¨v.

We have mgprvq “ gprvq “ rgpvq “ rmgpvq, so mg is R-linear. Moreover, the map ρ : G Ñ EndRpV q that

sends g ÞÑ mg preserves multiplication and identity: ρpghqpvq “ ghv “ gphvq “ ρpgqρphqpvq and ρpeqpvq “ v.

Thus, we obtain an R-linear representation ρ : GÑ AutRpV q.

Conversely, recall that a module structure on an abelian group is equivalent to a ring homomorphism to its

endomorphism ring over Z. Given a representation ρ : G Ñ AutRpV q by considering AutRpV q Ď EndZpV q

we get a group homomorphism f to the unit subgroup of EndZpV q. The action of R on V gives a ring

homomorphism ι : RÑ EndZpV q. For r P R and g P G, we have

pfpgq ˝ ιprqqpvq “ fpgqprvq “ ρpgqprvq “ rρpgqpvq “ pιprq ˝ fpgqqpvq

for all v P V . Thus, by the universal property, we get a well-defined ring homomorphism RrGs Ñ EndZpV q,

and hence an RrGs-module structure, which is easily seen to follow the formula above.

We leave the final claim as an exercise. �

Remark 3.16. We can think of these bijections as yielding mutually inverse functors F : RepRpGq Ñ

RrGs ´Mod and F´1 : RrGs ´Mod Ñ RepRpGq.

3.2. Simple modules and finite length modules.

3.2.1. Simple modules. Now we proceed to discuss some smallness conditions on modules. The first key

notion is that of a simple module. Simple modules are the atoms in module theory.

Definition 3.17. An R-module M is simple if there are no nonzero proper submodules of M .

Lemma 3.18. Let M be a nonzero R-module. The following are equivalent:
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(1) M is simple

(2) Rm “M for all m PM r 0

(3) M – R{I for some maximal left ideal I.

Proof. If M is simple, and m ‰ 0, then 0 ‰ Rm Ď M implies Rm “ M , so (1) implies (2). Conversely, if

0 ‰ N $ M , and m P N is nonzero, then Rm is nonzero and contained in N , hence not equal to M , so (2)

implies (1).

For a left ideal I, the submodules of R{I are in bijective correspondence with the left R-submodules of

R that contain I, i.e., the left ideals that contain I. It is then clear that if I is a maximal left ideal, then

R{I is simple, so (3) implies (1). On the other hand, if M is simple then it is cyclic (since (1) implies (2)),

so M – R{I for some left ideal I, and if I $ J for some proper left ideal J , then 0 ‰ J{I $ R{I; thus (1)

implies (3). �

Example 3.19. (1) If K is a field, a K-vector space is simple if and only if it is 1-dimensional. Moreover,

if R is a K-algebra, then any R-module that is 1-dimensional as a vector space is a simple R-module

as well.

(2) If R is commutative, then an R-module M is simple if and only if M is isomorphic to a field.

(3) Let R “ RrD2ns, and V be the natural 2-dimensional representation by reflections and rotations.

Then V is a simple R-module, since there are no D2n-stable subspaces.

(4) Let K be a field, or more generally a division ring, and let R “MnpKq – EndKpK
nq. The module

M “ Kn of column vectors is a simple R-module Indeed, if v “ pa1, . . . , anq ‰ 0, say ai ‰ 0; then

a´1
i Eijv “ ei PM , and since M is generated by the standard vectors ei, M “ Rv.

Lemma 3.20 (Schur’s Lemma). Let R be a ring, and M,N be two simple R-modules. Then every nonzero

R-module homomorphism φ : M Ñ N is an isomorphism. In particular, EndRpMq is a division ring.

Proof. For the first assertion, let f : M Ñ N be R-linear and nonzero. Then kerpfq ‰ M , so kerpfq “ 0 by

simplicity, and impfq ‰ 0, so impfq “ N .

For the second, recall that EndRpMq is a ring. If f P EndRpMq is nonzero, then by the first part, it is an

isomorphism, so it has a two-sided inverse in EndRpMq. �

3.2.2. Finite length modules. Given a short exact sequence

0 Ñ AÑ B Ñ C Ñ 0

we may think of the middle module B as built out of A and C; we call B an extension of A and C. Suppose

that a module has a finite sequence of submodules

0 “M0 ĎM1 ĎM2 Ď ¨ ¨ ¨ ĎMn “M

we call such a sequence a filtration. Then M1 is an extension of M0 and M1{M0, M2 is an extension of

M1 “ M1{M0 and M2{M1, and so on. We might think of M as built from M1{M0,M2{M1, . . . ,Mn{Mn´1

like so.

A module has finite length if it can be built from finitely many simple modules in this way.

Definition 3.21. A module M has finite length if it has a filtration of the form

0 “M0 ĎM1 ĎM2 Ď ¨ ¨ ¨ ĎMn “M

with Mi`1{Mi simple for each i; such a filtration is called a composition series of length n. We say a

composition series is strict if Mi ‰ Mi`1 for all i. Two composition series are equivalent if the collections
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of composition factors Mi`1{Mi are the same up to reordering. The length of a finite length module M ,

denoted `pMq , is the minimum of the lengths of a composition series of M . If M has does not have finite

length, we say that M has infinite length, or `pMq “ 8.

Example 3.22. Let K be a field and V “ K2. Then any filtration of the form 0 Ď W Ď V where W is a

line through the origin is a strict composition series.

Remark 3.23. Let

0 Ñ A
i
ÝÑ B

p
ÝÑ C Ñ 0

be a short exact sequence. Given filtrations / composition series / strict composition series

A‚ : 0 “ A0 Ď A1 Ď A2 Ď ¨ ¨ ¨ Ď An “ A

and

C‚ : 0 “ C0 Ď C1 Ď C2 Ď ¨ ¨ ¨ Ď Cn “ C

we can make a filtration / composition series / strict composition series of B by

0 “ ipA0q Ď ipA1q Ď ipA2q Ď ¨ ¨ ¨ Ď ipAnq “ ipAq “ p´1pC0q Ď p´1pC1q Ď p´1pC2q Ď ¨ ¨ ¨ Ď p´1pCnq “ B.

Conversely, given a filtration / composition series / strict composition series of B that contains ipLq as

a term, we can obtain filtrations / composition series / strict composition series of A and C by applying

i´1 to the terms up through ipLq and applying p to the terms from ipLq on. However, not every filtration /

composition series of a module will contain a fixed submodule as a term.

Theorem 3.24 (Jordan-Holder theorem). Let M be a module of finite length.

(1) If L ĎM is a proper submodule, then `pLq ă `pMq.

(2) If L ĎM is a nonzero submodule and M “M{L, then `pMq ă `pMq.

(3) Any filtration of M can be refined to a composition series.

(4) All strict composition series for M are equivalent, and hence have the same length.

Proof. If m :“ `pMq, consider a strict composition series of M of length m, say

M‚ : 0 “M0 $M1 $M2 $ ¨ ¨ ¨ $Mm “M.

(1) Consider the filtration

L‚ : 0 “M0 X L ĎM1 X L ĎM2 X L Ď ¨ ¨ ¨ ĎMm X L “ L.

By the Second Isomorphism Theorem, its composition factors satisfy

Mi`1 X L

Mi X L
“

Mi`1 X L

pMi`1 X Lq XMi
–
Mi`1 X L`Mi

Mi
.

The right hand side is a submodule of Mi`1{Mi, which by assumption is simple, so our filtration is

in fact a composition series of length n. Then for any i either

Mi`1 X L

Mi X L
“ 0 or

Mi`1 X L

Mi X L
–
Mi`1

Mi
.

We claim that the latter case does not hold for all i: if it did, we would have 0 “ M0 “ M0 X L,

and inductively Mi`1 X L “ Mi`1 for all i and in particular for i “ m ´ 1, we have M “ M X L,

contradicting that L is proper. Thus, for some i, the first case holds. We can then skip that i and

obtain a composition series of length less than n, so `pLq ă m.

Lecture of October 20, 2021
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(2) Consider the filtration

M‚ : 0 “
M0 ` L

L
Ď
M1 ` L

L
Ď ¨ ¨ ¨ Ď

Mn ` L

L
“M.

The factors satisfy

pMi`1 ` Lq{L

pMi ` Lq{L
–
Mi`1 ` L

Mi ` L
–
Mi`1 ` pMi ` Lq

Mi ` L
–

Mi`1

Mi`1 X pMi ` Lq
,

and since Mi ĎMi`1XpMi`Lq, these are quotient modules of the simple module Mi`1{Mi, so this

is a composition series. Then for any i either

pMi`1 ` Lq{L

pMi ` Lq{L
“ 0 or

Mi`1

Mi`1 X pMi ` Lq
–
Mi`1

Mi
.

We claim that the latter case does not hold for all i: if it did, we would have then Mi`1XpMi`Lq “

Mi for all i, so
Mi`1 ` L

Mi`1
–

L`Mi

pL`Miq XMi`1
“
L`Mi

Mi

for all i, and hence L – pL `M0q{M0 – pL `Mnq{Mn – 0, contradicting that L ‰ 0. Thus, for

some i, the first case holds, and we can skip that i to obtain a composition series of length less than

n, so `pMq ă m.

(3) We proceed by induction on length again. Given a filtration of M , we can suppose that there is some

nonzero proper submodule L in the filtration, since otherwise we could just take any composition

series. Then L and M has length less than M . The filtration up to L can be refined to a strict

composition series by the induction hypothesis, and the filtration from L to M taken mod L can be

refined to a strict composition series for M ; pulling back as in the remark above, we get the strict

composition series we want.

(4) We show by induction on m that for any module of length m, all of its strict composition series are

equivalent. Assume that `pMq “ m. If m “ 1, the claim is clear since we are dealing with a simple

module. Suppose that

N‚ : 0 “ N0 $ N1 $ ¨ ¨ ¨ $ Nn “M

is another strict composition series for M , so n ě m. If Nn´1 “Mm´1, then since `pMm´1q ď m´1

the two composition series we have for Mm´1 are equivalent by induction, so the two given series

are equivalent.

If Nn´1 ‰ Mm´1, since M{Mm´1 is simple, Mm´1 is not properly contained in Nn´1, so the

image of Mm´1 in M{Nn´1 is nonzero, so equals all of M , which means that Nn´1 `Mm´1 “ M .

Set K “ Nn´1 XMm´1. By the second isomorphism theorem, we then have

M

Mm´1
“
Mm´1 `Nn´1

Mm´1
–
Nn´1

K

and similarly M{Nn´1 –Mm´1{K, and both of these modules are simple.

Fix a strict composition series for K:

K‚ : 0 “ K0 $ K1 $ ¨ ¨ ¨ $ Kk “ K

and extend to a strict composition series for Mm´1:

K 1‚ : 0 “ K0 $ K1 $ ¨ ¨ ¨ $ Kk “ K $Mm´1.
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Since we also have the strict composition series

M‚ďm´1 : 0 “M0 $M1 $M2 $ ¨ ¨ ¨ $Mm´1

of length m´1, we must have that k “ m´2 and K 1‚ is equivalent to M‚ďn´1. Thus, the composition

factors of M‚ďm´1 are those of K plus one copy of Mm´1{K –M{Nn´1.

Now,

K2‚ : 0 “ K0 $ K1 $ ¨ ¨ ¨ $ Km´2 “ K $ Nn´1

is a strict composition series for Nn´1, so n “ m. Then, K2‚ is equivalent to the strict composition

series

N‚ďn´1 : 0 “ N0 $ N1 $ ¨ ¨ ¨ $ Nn´1.

Thus, the composition factors of N‚ďn´1 are those of K plus one copy of Nn´1{K –M{Mn´1.

It follows that the composition series M‚ and N‚ are equivalent. �

Example 3.25. (1) If K is a field, then a K-vector space of dimension n is a K-module of length n.

(2) If R is a K-algebra, and M is an R-module that as a K-vector space has dimension n, then `pMq ď n,

since the vector space dimension of a proper submodule is strictly smaller.

(3) The ring R “ Krxs does not have finite length as a module over itself.

(4) Z{pn has length n as a Z-module, with strict composition series

0 Ď xpn´1y Ď ¨ ¨ ¨ Ď xpy Ď Z{pn.

3.3. Chain conditions.

Definition 3.26. We say a poset pP,ďq satisfies the ascending chain condition or ACC if every totally

ordered nonempty subset of P has a maximum element. Similarly, pP,ďq satisfies the descending chain

condition or DCC if every totally ordered nonempty subset of P has a minimum element.

Remark 3.27. For a poset pP,ďq, the following are equivalent:

(1) Every totally ordered nonempty subset has a maximum element (i.e., P has ACC)

(2) Every totally ordered subset indexed by N, p1 ď p2 ď p3 ď ¨ ¨ ¨ has a maximum element (i.e.,

Dk : pk “ pk`1 “ ¨ ¨ ¨ )

(3) Every nonempty subset of P has a maximum element.

Indeed, (3) ñ (1) ñ (2) is clear. Given a totally ordered nonempty subset with no maximum, one can

inductively keep choosing larger elements and obtain a countable such subset, so (2) ñ (1). If any totally

ordered nonempty subset of P has a maximum element, then the same property holds for any nonempty

subset Q of P , so by Zorn’s Lemma, such a Q has a maximum element. The analogous equivalences hold

with DCC.

Note that the condition (3) asserts that any nonempty subset of P has an element that is maximal within

the subset, not maximal within P .

Definition 3.28. Let R be a ring and M be an R-module.

(1) We say that M is Noetherian if the poset of submodules of M partially ordered by containment has

ACC.

(2) We say that M is Artinian if the poset of submodules of M partially ordered by containment has

DCC.
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(3) We say that R is left Noetherian if R is Noetherian as a left R-module; i.e., the poset of left ideals

of R under containment has ACC.

(4) We say that R is left Artinian if R is Artinian as a left R-module; i.e., the poset of left ideals of R

under containment has DCC.

If R is commutative, left ideals and right ideals are the same, so we will just say R is Noetherian or

Artinian.

Example 3.29. (1) A division ring D is both left Noetherian and left Artinian.

(2) If R is a PID but not a field (e.g., R “ Z or R “ Krxs), then R is Noetherian but not Artinian. To

see R is Noetherian, note that any ideal is of the form I “ ppe11 ¨ ¨ ¨ p
et
t q for some irreducible elements

pi and positive integers ei. An ideal contains I if it corresponds to a product of the same irreducibles

with smaller or equal multiplicities; there are only finitely many of these so an ascending chain must

stablilize. To see R is not Artinian, take some irreducible p and take the chain

ppq % pp2q % pp3q % pp4q % ¨ ¨ ¨ .

(3) A polynomial ring in infinitely many variables is neither Noetherian nor Artinian: there is an as-

cending chain

px1q $ px1, x2q $ px1, x2, x3q $ px1, x2, x3, x4q $ ¨ ¨ ¨

and take a descending chain as in the last example.

(4) The Z-module M “
Zr 12 s
Z

, where Zr 12 s is the subring of Q generated by Z and 1
2 , is Artinian but not

Noetherian. Suppose that N ĎM is generated by
 “ aλ

2nλ

‰(

, where each aλ is odd (we can write any

element in Zr 12 s like so). Observe that for each λ, there are integers s, t such that saλ ` t2nλ “ 1,

so s
“ aλ
2nλ

‰

“
“ 1

2nλ

‰

. Thus, N is generated by
 “ 1

2nλ

‰(

. Thus, the submodules of M are M itself, 0,

and Mi “
Z ¨ 1

2n

Z
for i ą 0. We have 0 $ M1 $ M2 $ ¨ ¨ ¨ so M is not Noetherian. However, any

descending chain is either always equal to M , or else has some Mi as a term, and there are finitely

many submodules of such an Mi, so must stabilize.

(5) The subring of M2pQq given as
#«

a 0

b c

ff

ˇ

ˇ a P Z, b, c P Q

+

is left Noetherian but not right Noetherian.

Optional Exercise 3.30. Let 0 Ñ M 1 Ñ M Ñ M2 Ñ 0 be a short exact sequence. Then M has ACC

(resp DCC) if and only if M 1 and M2 have ACC (resp. DCC).

The Noetherian condition is intimately tied to finite generation.

Proposition 3.31. Let M be an R-module. Then M has ACC if and only if every submodule of M is

finitely generated.

Proof. Suppose that N Ď M is not finitely generated. Then we can construct an ascending chain of sub-

modules of M given by setting N0 “ 0, and Ni`i “ Ni ` ni`1 for some ni`1 P N rNi; we can do this since

each Ni is a finitely generated submodule of N , so is not equal to N .
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Now suppose that every submodule of M is finitely generated. Given a countable ascending chain of

submodules

M1 ĎM2 ĎM3 ĎM4 Ď ¨ ¨ ¨

let N “
Ť

nPNMn; this is a submodule of M . Take a finite generating set tn1, . . . , ntu for N . For each

i “ 1, . . . , t, we have ni P Mj for some j. Since there are finitely many ni’s there is some Mj that contains

them all. But then Mj “ N , so the chain stabilizes (i.e., achieves a maximum element). �

Proposition 3.32. Let R be left Noetherian. Then a module is finitely generated if and only if it is left

Noetherian. In particular, in a left Noetherian ring, every submodule of a finitely generated module is finitely

generated.

Proof. For the first statement, the “if” implication holds in general without the hypothesis on R. For the

other implication, observe that there are short exact sequences

0 Ñ Rn´1 Ñ Rn Ñ RÑ 0

for all n ą 0. So, by the exercise above and induction on n, every finitely generated free module is Noetherian.

Now, if M is finitely generated, there is a short exact sequence of the form

0 Ñ K Ñ Rn ÑM Ñ 0

so by the exercise above again, M is Noetherian.

The second statement follows from the first as a submodule of a Noetherian module is Noetherian, again

by the exercise. �

Now we tie these chain conditions to length.

Proposition 3.33. A module M has finite length if and only if it is both Noetherian and Artinian.

Proof. Assume that M has finite length. Suppose that M is not Noetherian. Then there is a chain

M0 $M1 $M2 $ ¨ ¨ ¨

Since each Mi is a submodule of M , its length is finite, and is a nonnegative integer. Then `pM0q ă `pM1q ă

`pM2q ă ¨ ¨ ¨ ď `pMq, which yields a contradiction. The argument that M is Artinian is similar.

Now assume that M is both Noetherian and Artinian. We will construct a composition series for M . We

can assume that M ‰ 0. Consider the collection of proper submodules of M . This is nonempty, so has

a maximal element M1 by the Noetherian hypothesis. We must have M{M1 is simple, or else there is a

module in between M1 and M . Using Noetherianity again, if M1 ‰ 0 (we’re done otherwise), there is a

maximal proper submodule of M1; call it M2. This process yields a descending chain with simple quotients,

and this must stop (i.e., yield M i “ 0 for some i) by the Artinian hypothesis. Thus, there is a composition

series for M . �
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Lecture of October 25, 2021

3.4. Semisimple modules. We now study an important condition that is somewhat orthogonal (yet some-

what related) to our chain conditions. The condition of finite length, and to some extent the Noetherian and

Artinian conditions, were related to how a module is made out of building blocks, or how big it is in terms

of its pieces. The condition of semisimplicity says that a module is composed of basic building blocks in the

simplest possible way.

Definition 3.34. For any ring R, a left R-module M is called semisimple if it is a (possibly infinite) direct

sum of simple modules. The empty direct sum is allowed, so that the 0 module is considered to be semisimple.

Example 3.35. Let M be a finitely generated Z-module. Then by the FTFGAG, M is isomorphic to

Zr ‘ Z{pe11 ‘ ¨ ¨ ¨ ‘ Z{penn for some r ě 0, n ě 0, primes pi and positive integers ei. Such a module is

semisimple if and only if r “ 0 and ei “ 1 for all i.

Example 3.36. Every module over a division ring D is semisimple because any such module has a basis,

hence it is a free module.

Lemma 3.37. Let D be a division ring and set R “MnpDq for some n ě 1. I claim R is semisimple as a

left module over itself.

Proof. For each 1 ď i ď n, let Ii denote the subset of R consisting of matrices whose only nonzero entires

belong to the i-th column. The rules for matrix addition and multiplication show that Ii is a left ideal (i.e.,

a left submodule) of R. Moreover, there is evident bijection between Ii and Dn (column vectors) and this

bijection is an isomorphism of left R-modules. We proved Dn is simple as an R-module and hence so is Ii.

Finally, R is the internal direct sum of I1, . . . , In:

R “ I1 ‘ ¨ ¨ ¨ ‘ In

because each matrix X is uniquely a sum of the form X1 ` ¨ ¨ ¨ `Xn with Xi PMi. �

Optional Exercise 3.38. Let tMλuλPΛ be an infinite collection of nonzero modules. Then
À

λPΛMλ is not

finitely generated.

Remark 3.39. As a consequence of the above exercise, a module is a finitely generated semisimple module if

and only if it is a finite direct sum of simple modules. In this case if we write M “M1 ‘ ¨ ¨ ¨ ‘Mn as a sum

of simple modules, there is a strict composition series

0 ĂM1 ĂM1 ‘M2 Ă ¨ ¨ ¨ ĂM1 ‘ ¨ ¨ ¨ ‘Mn´1 ĂM

so M has finite length, namely length n, and the composition factors are the modules Mi.

Proposition 3.40 (Krull-Schmidt for semisimple modules). Let M be a finitely generated semisimple mod-

ule. Given two direct sum decompositions as simple modules

M “M1 ‘ ¨ ¨ ¨ ‘Mm “ N1 ‘ ¨ ¨ ¨ ‘Nn

then m “ n, and there is a permutation σ such that Mσpiq – Ni for all i.

Proof. Follows from the previous remark and the Jordan-Holder theorem. �

Theorem 3.41 (Equivalent conditions for semisimple modules). For any ring R and left R-module M , the

following are equivalent:
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(1) M is semisimple,

(2) every submodule of M is a summand; i.e., for every submodule N of M there is a submodule N 1

such that M “ N ‘N 1 is the internal direct sum of N and N 1,

(3) every injective R-map i : M 1 ÑM is split has a left inverse,

(4) every SES of the form 0 ÑM 1 ÑM ÑM2 Ñ 0 is split exact,

(5) every surjective R-map p : M ÑM2 has a right inverse.

Proof. The equivalence of (3), (4), and (5) is given by the Splitting Theorem.

p2q ñ p3q holds since given an injective map i as in (3), we have by (2) that ipM 1q is a summand of M ,

hence there is a projection homomorphism π : M Ñ ipM 1q that splits the inclusion of the summand into

M , that is π|ipM 1q “ idipM 1q. Now i : M 1 Ñ ipM 1q is an isomorphism so we may consider the R-module

homomorphism i´1 : ipM 1q ÑM 1 and set q : M ÑM 1 to be q “ i´1 ˝ π. Then

q ˝ i “ i´1 ˝ π ˝ i “ i´1 ˝ πipM 1q ˝ i “ i´1 ˝ i “ idM 1 .

p3q ñ p2q holds since we can split the inclusion N ÑM and thus also the SES

0 Ñ N ÑM ÑM{N Ñ 0.

Therefore the Splitting Theorem yields M “ N ‘ spM{Nq where s denotes the splitting of the quotient map

M ÑM{N .

The hard part is proving p1q ô p2q. p1q ñ p2q Assume (1), so that M “ ‘λPΛMλ for some collection

of simple submodules Mλ, and let N Ď M be any submodule. (It is important to note that it does not

necessarily follow that N is a sum of some subcollection of the Mλ) . Consider the collection S of subsets Γ

of Λ such that N XMΓ “ 0 where we define MΓ :“ ‘λPΓMλ. View S as a poset by inclusion. It is nonempty

since J “ H belongs to S. If tΓαu is a totally ordered subcollection of S, let Γ “ YαΓα. I claim MΓXN “ 0.

If not, there is a nonzero element pmγq P MΓ XN . But since mγ “ 0 for all but a finite number of γ’s and

since the collection of Γα’s was totally ordered, there is some α such that pmγq PMΓα XN , a contradiction.

We may thus apply Zorn’s Lemma to get a maximal Γ P S.

I claim M is the internal direct sum of N and MΓ. We have N XMΓ “ 0 since Γ P S and so it suffices

to prove N `MΓ “M . Since M “
ř

λPΛMλ, the latter is equivalent to proving that Mλ Ď N `MΓ for all

λ P Λ. If this fails for some λ, then since Mλ X pN `MΓq is a proper submodule of Mλ, which is simple,

and hence Mλ X pN `MΓq “ 0. But then N X pMΓ ‘Mλq “ 0 (if n P N and n “ m `m1, with m P MΓ

and m1 PMλ, then m1 “ n´m so m1 “ 0 and n “ m, and then n “ 0.) So, ΓY tλu is a member of S that

strictly contains Γ, a contradiction. It must be thar M “ N ‘MΓ.

Lecture of October 27, 2021

p2q ñ p1q Now assume that every submodule of M is a summand. We proceed in three steps:

(i) We claim that every submodule T of M inherits this property; i.e., every submodule of T is a summand

of T . For say U Ď T is a submodule. By assumption on M , we have M “ U ‘ V (internal direct sum)

for some V . Since U Ď T , it follows that T “ U ` pV X T q. (Given t P T , we have t “ u ` v for some

u P U, v P V . Since U Ď T , v “ t´ u P V X T .) Since U X pV X T q “ 0, this shows T “ U ‘ pV X T q.

(ii) We claim that every nonzero submodule T of M contains a simple summand. Pick 0 ‰ x P T and

apply Zorn’s Lemma to show that there is a maximal submodule U of T with respect to the property that

x R U . We have T “ U ‘ W by (i) for some W ‰ 0. If W is not simple, then W contains a nonzero,

proper submodule W1 and hence, by using (i) again, we get that W “ W1 ‘W2 for some proper nonzero

submodule W2.
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These properties implies that pU‘W1qXpU‘W2q “ U . One containment is clear. If v belongs to the left

side, then v “ u`w1 “ u1`w2. It follows that w1´w2 “ u´u1 P UXW “ 0 and so w1 “ w2 PW1XW2 “ 0,

and hence w1 “ w2 “ 0. So, either x R U ‘W1 or x R U ‘W2, and either way we reach a contradiction to

the maximality of U .

(iii) Let G be the set of all simple submodules of M , and let

F “ tΩ Ď G | for all distinct ω0, ω1, . . . , ωt P Ω, ω0 X pω1 ` ¨ ¨ ¨ ` ωtq “ 0u.

Equivalently, the module generated by the modules in Ω their direct sum. The set F is partially ordered

by inclusion. It is nonempty, since ∅ P F (or some singleton is in there by (ii)). Given a chain tΩαu in F ,
Ť

α Ωα is again an element of F , so there is a maximal element in F ; call it Ω. Let U be the direct sum

of Ω.

We claim that U “M . By hypothesis we have M “ U ‘ V for some V . If V “ 0 we are done. Otherwise

by (ii) (and (i) again) we have V “ S‘V 1 for some simple submodule S. But then ΩYtUu P F , contradicting

maximality of Ω. �

Corollary 3.42. If M semisimple, so is every submodule and quotient module of M .

Proof. Say N ĎM is a submodule. By the claim marked (i) in the proof of Theorem 3.41 every submodule

of N is a summand, and hence N is semisimple by Theorem 3.41 p2q ñ p1q.

Given a surjection M � P , it splits by Theorem 3.41, so that P is isomorphic to a submodule of M ,

namely the image of P under the splitting map. Hence P is semisimple by the case already proven. �

A major source of semisimple modules comes from group rings.

3.5. Semisimple rings and the Artin-Wedderburn theorem.

3.5.1. Semisimple rings.

Definition 3.43. A ring R is left semisimple if R is semisimple as a left module over itself. R is right

semisimple if R is semisimple as a right modules over itself.

Remark 3.44. Recall that submodules of R are left ideals and the simple ones are the minimal (nonzero) left

ideals. So, R is left semisimple if and only if R is the internal direct sum of some collection of minimal left

ideals Ij :

R “
à

jPJ

Ij .

Moreover, R is f.g. as a module over itself, and so this must be a finite direct sum. So, R is left semisimple

if and only if R decomposes as an internal direct sum of the form R “ I1‘¨ ¨ ¨‘ Im for some finite collection

I1, . . . , Im of minimal left ideals.

Example 3.45. For any n ě 0 and division ring D, the matrix ring MnpDq is left semisimple. This was

shown earlier. It is also right semisimple.

Example 3.46. If R “ K1 ˆ ¨ ¨ ¨ ˆKt is a finite product of fields, then each Ki is a simple R-module, and

R is the direct sum of these, so R is (left) semisimple.

Proposition 3.47. For a ring R, the following conditions are equivalent:

(1) R is a left semisimple ring.

(2) Every left R-module is semisimple.
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(3) Every SES of left R-modules is split.

(4) Every injection i : M 1 ãÑM of left R-modules splits.

(5) Every surjection p : M �M2 of left R-modules splits.

(6) Every left R-module is projective.

(7) Every left R-module is injective.

Proof. The equivalence of (2)–(5) follows from Proposition 3.41. The equivalence of (4) and (7) follows from

the characterization of injective modules in Proposition 2.88 and the equivalence of (5) and (6) follows from

the characterization of projective modules in Proposition 2.80. The implication (2) ñ (1) is obvious.

Now for p1q ñ p2q: Assume (1) and let M be any left R-module. It follows from the definition that an

arbitrary coproduct of semisimple modules is again semisimple, and so the free module
À

ΛR is semisimple

for any indexing set Λ. By choosing a generating set of M , we may find a surjection of the form p :

‘ΛR�M . By Corollary 3.42, it follows that M is semisimple since it is a quotient of a semisimple module

M – ‘ΛR{ kerppq. �

Lecture of October 29, 2021

Proposition 3.48. Let R be a left semisimple ring and write R “ I1 ‘ ¨ ¨ ¨ ‘ Im as an internal direct sum

with I1, . . . , Im minimal left ideals. Let J1, . . . , Jn be a complete list of representatives of isomorphism classes

as left R-modules taken from the list I1, . . . , Im; so, for each i with 1 ď i ď m, there is a unique j with

1 ď j ď l so that Ii – Jj as left R-modules.

Then every R-module is isomorphic to J‘Λ1
1 ‘ ¨ ¨ ¨ ‘ J‘Λn

n for some index sets Λ1, . . . ,Λn.

If M is finitely generated, M is isomorphic to J‘e11 ‘¨ ¨ ¨‘J‘enn for a unique list e1, . . . , en of nonnegative

integers.

Proof. If M is finitely generated there is a surjection Ra �M . Using Proposition 3.47 this surjection splits,

so that Rn –M‘N for some N , and each of M and N is semisimple and finitely generated. So M “ ‘si“1Mi

and N “ ‘sj“1Nj with Mi, Nj simple. Clearly Rn is isomorphic to a finite direct sum of copies of the Ji’s,

and so the result follows from the Krull-Schmidt Theorem for semisimple modules.

In the general case, we know that M is a direct sum of simple modules; if some simple summand N of M

is not isomorphic to one of the Ji, then N is a finitely generated counterexample to the f.g. case. �

In short, if R is left semisimple, and we know the simple decomposition of R itself, then we have a complete

classification of all R-modules: they are just direct sums of the simple summands of R!

Much of the interest in semisimple rings arises from the following:

Theorem 3.49 (Maschke’s Theorem). If K is a field and G is a finite group such that charpKq does not

divide |G|, then the group ring KrGs is left semisimple.

Proof. Let i : N ÑM be any injection of left KrGs-modules. It suffices to prove that there is an KrGs-linear

map p : M Ñ N such that p ˝ i “ idN . By restriction of scalars along the inclusion K Ď KrGs, we may

regard i as a K-linear map between K-vector spaces. As such it admits a K-linear splitting f : M � N

(since K is semisimple). There is no reason that f will be KrGs-linear, but we can modify it so that it

becomes so: Define p : M Ñ N by

ppmq “
1

|G|

ÿ

gPG

g´1fpgmq.

Note that the formula makes sense since |G| is invertible in K by assumption.
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Then p is still a K-linear map (since f is K-linear and the group action is K-linear). For any h P G we

have

pphmq “
1

|G|

ÿ

gPG

g´1fpghmq “
1

|G|

ÿ

xPG

hx´1fpxmq “ hppmq,

where the second equality is given by identifying x with gh. These conditions ensure that p is KrGs-linear.

Finally,

ppipnqq “
1

|G|

ÿ

gPG

g´1fpgipnqq “
1

|G|

ÿ

gPG

g´1fpipgnqq “
1

|G|

ÿ

gPG

g´1gn “
1

|G|

ÿ

gPG

n “ n

where the second equality uses that i is KrGs-linear and the third one uses that f ˝ i “ id. �

Remark 3.50. The proof actually shows that KrGs is semisimple provided K is and |G| is invertible in K.

Example 3.51. The group ring R “ FprCps does not satisfy the hypotheses of Maschke’s theorem, since the

order of the group is zero in the field. In fact, FprCps is not semisimple: let V “ F2
p be the Cp “ xgy repre-

sentation gn ÞÑ

«

1 0

λn 1

ff

; i.e., as a FprCps-module, we have g ¨

«

a

b

ff

“

«

a

a` b

ff

. We claim that U “

#«

0

b

ff+

is

the unique nonzero proper submodule of V . Let W Ď V be a nonzero submodule and suppose that U ‰W .

Then, there is some element v “

«

a

b

ff

PW with a ‰ 0. Then v and gv are linearly independent, so we must

have W “ V . It follows that V is not semisimple: it is not simple since 0 $ U $ V , but V is not a direct

sum of simple modules.

Let G be a finite group and K a field. The representation of G corresponding to KrGs viewed as a

left module over itself can be described explicitly as following: As a K-vector space, KrGs has G as a

basis: KrGs “ ‘gPGk ¨ g. G acts on this vector space by permuting the basis via left multiplication:

h ¨ p
ř

g cggq “
ř

g cgphgq. This is sometimes called the (left) regular representation of G.

Corollary 3.52 (Corollary of Maschke’s Theorem). If G is a finite group and K is a field such that charpKq -
|G|, then every K-linear representation of G is a direct sum of irreducible representations, and every finite

dimensional representation is uniquely a finite direct sum of irreducible ones.

Moreover, every irreducible representation arises as a summand of the left regular representation.

Example 3.53. Let G “ C3. We can use Maschke’s Theorem and the theory of semisimple rings so far to

classify every representation of G over R or over C (or more generally over any field of characteristic not

equal to 3). In any case, the left regular representation V of C3 is the three-dimensional representation with

basis t1, g, g2u such that g ¨ 1 “ g, g ¨ g “ g2, g ¨ g2 “ 1, i.e.,

g ÞÑ

»

—

–

0 0 1

1 0 0

0 1 0

fi

ffi

fl

in this basis. Also in any case, the subspace W spanned by 1` g ` g2, which is the vector p1, 1, 1q in these

coordinates, is a 1-dimensional G-stable subspace, so a simple subrepresentation. Moreover, this is the trivial

representation, since this vector is fixed by g. Then V {W obtains the structure of a representation. We can

take 1`W, g `W as a basis for V {W , and g ¨ p1`W q “ g `W , and g ¨ pg `W q “ g2 `W “ ´1´ g `W ,

i.e., in our coordinates,

g ÞÑ

«

0 ´1

1 ´1

ff

.



58 MATH 901 LECTURE NOTES, FALL 2021

A G-stable subspace must correspond to an eigenvector of g (which is equivalently an eigenvector of g´1).

The characteristic equation of this matrix shows that the eigenvalues are precisely the primitive cube roots

of unity.

If K “ R (or more generally if there are no primitive cube roots of unity), then the 2-dimensional

representation V {W we just found is simple since there are no stable subspaces. If K “ C (or more generally

if there are primitive cube roots of unity), let ω be a primitive cube root of unity. The 2-dimensional

representation V {W has ω and ω2 as eigenvalues, and there are corresponding eigenvectors, so V {W is a

direct sum of two 1-dimensional stable subspaces T, T 1 such that g ¨ t “ ωt for all t P T and g ¨ t1 “ ω2t1 for

all t1 P T 1.

Lecture of November 1, 2021

We conclude that every real representation of C3 is isomorphic to a direct sum of copies of the trivial

representation and copies of V {W . That is, for any such representation U , there is a basis of U , teαuαPA,

te1β , e
2
βuβPB , such that g ¨ eα “ eα, g ¨ e1β “ e2β , and g ¨ e2β “ ´e

1
β ´ e

2
β .

We conclude that every complex representation of C3 is isomorphic to a direct sum of copies of the trivial

representation, T , and T 1. That is, for any such representation U , there is a basis of U , teαuαPA, te1βuβPB ,

te2γuγPC , such that g ¨ eα “ eα, g ¨ e1β “ ωe1β , and g ¨ e2γ “ e2γ .

3.5.2. Artin-Wedderburn Theorem. We will now give a classification of all left semisimple rings. To start,

we collect some examples.

Lemma 3.54. If R and S are left semisimple, so is the product ring Rˆ S.

Proof. Say we have internal direct sum decompositions R “ I1 ‘ ¨ ¨ ¨ ‘ Im and S “ J1 ‘ ¨ ¨ ¨ ‘ Jn involving

minimal left ideals. Then for all a and b, Ia ˆ t0u and t0u ˆ Jb are minimal left ideals of R ˆ S and they

determine an internal direct sum decomposition of Rˆ S. �

Example 3.55. The previous lemma and Lemma 3.37 show that for any integer m ě 0, list of division rings

D1, . . . , Dm and positive integers n1, . . . , nm, the ring

R “ Matn1
pD1q ˆ ¨ ¨ ¨ ˆMatnmpDmq

is left semisimple.

The Artin-Wedderburn Theorem asserts that the last example accounts for all examples!

Theorem 3.56 (Artin-Wedderburn Theorem). Let R be a left semisimple ring. Then for some m ě 0,

positive integers n1, . . . , nm, and division rings D1, . . . , Dm, there is a ring isomorphism

R – Matn1
pD1q ˆ ¨ ¨ ¨ ˆMatnmpDmq.

Moreover,

(1) m is the number of isomorphism classes of simple left R-modules.

(2) Say M1, . . . ,Mm are simple modules forming a complete set of representatives of these isomorphism

classes. Then, after reordering, Di – EndRpMiq
op and

(3) nj is the number of times summands isomorphic to Mj occur in the decomposition of R into a direct

sum of simple left modules.

Moreover, the data pm;n1, . . . , nm;D1, . . . , Dmq is unique up to a permutation of t1, . . . ,mu and isomor-

phisms of division rings.
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Example 3.57. We saw before that the module decomposition in terms of simple modules is RrC3s “W‘U ,

where W is the one-dimensional trivial representation, and U is the 2-dimensional representation given by

g ÞÑ

«

0 ´1

1 ´1

ff

. On the other hand, as rings,

RrC3s – Rrgs{pg3 ´ 1q – Rrgs{pg ´ 1q ˆ Rrgs{pg2 ` g ` 1q – Rˆ C.

To reconcile these decompositions by the Artin-Wedderburn Theorem, one can check that EndRrC3spW q –

R and EndRrC3spV {W q – C.

We have EndRrC3spW q – R. To compute the endomorphism ring of V {W , observe that an R-linear

endomorphism of V {W is RrC3s-linear if and only if it commutes with the action of g. We can write any R-

linear endomorphism of V {W as a 2ˆ2 matrix; for it to commute with g means it commutes with

«

0 ´1

1 ´1

ff

.

We have
«

a b

c d

ff«

0 ´1

1 ´1

ff

´

«

0 ´1

1 ´1

ff«

a b

c d

ff

“

«

b` c ´a´ b` d

d´ a` c ´b´ c

ff

,

so the matrices we seek are of the form
«

a ´c

c a´ c

ff

“ a

«

1 0

0 1

ff

` c

«

0 ´1

1 ´1

ff

.

Any pair of matrices in this set commutes (since the two vectorspace generators do) so they form a commu-

tative ring and hence a field by Schur’s Lemma; any matrix in this collection is algebraic over the subring of

scalar matrices (since both generators are). It follows that this collection of matrices is isomorphic as a ring

to C.

Lecture of November 3, 2021

Lemma 3.58. Let M be an R-module. The map

EndRpM
‘nq

Θ // MatnpEndRpMqq

φ � // rπiφιjsi,j

is a ring isomorphism, where ιk and πk denote the natural inclusion and projection maps.

Proof. It is clear that this map is additive, as each ιi and πj is. Observe that πjιi is the identity on M if

i “ j, and the zero map otherwise and that 1M‘n “
ř

k ιkπk.

The map

EndRpM
‘nq MatnpEndRpMqq

ζoo

ř

i,j ιiαi,jπj rαi,jsi,j
�oo

is a two-sided inverse for Θ:

ζpΘpφqq “ ζprπiφιjsi,jq “
ÿ

i,j

ιiπiφιjπj “ p
ÿ

i

ιiπiqφp
ÿ

j

ιjπjq “ φ, and

Θpζprαi,jsi,jsqqk,` “ Θp
ÿ

i,j

ιiαi,jπjqk,` “ πkp
ÿ

i,j

ιiαi,jπjqι` “
ÿ

i,j

pπkιiqαi,jpπjι`q “ αk,`.

To see that Θ respects multiplication, we have

rΘpψqΘpφqsi,j “
ÿ

k

pπiψιkqpπkφιjq “ πiψφιj “ Θpψφqi,j . �



60 MATH 901 LECTURE NOTES, FALL 2021

Optional Exercise 3.59. Let D be a division ring. Then EndMatnpDqpD
nq – Dop, where Dn is the simple

module of column vectors.

We now come to the main theorem regarding semisimple rings

Proof. Since R is left semisimple, we have R – I1 ‘ ¨ ¨ ¨ ‘ It with each Ii is simple (in fact a minimal ideal).

Group by isomorphism to rewrite this as R – M‘n1
1 ‘ ¨ ¨ ¨ ‘M‘nm

m with each Mi simple, nj ě 1, and such

that Mi is not isomorphic to Mj for all i ‰ j. We compute the endomorphisms of both sides:

EndRpRq “ HomRp

m
à

i“1

M‘ni
i ,

m
ź

j“1

M
‘nj
j q –

ź

j

HomRpM
‘ni
i ,

ź

i

M
‘nj
i q

–

m
ź

i“1

m
ź

j“1

HomRpM
‘ni
i ,M

‘nj
j q

“

m
ź

i“1

HomRpM
‘ni
i ,M‘ni

i q

“

m
ź

i“1

EndRpM
‘ni
i q –

m
ź

i“1

MatnipEndRpMiqq.

Above the second line follows from the first by properties of Hom, the third follows because Schur’s

lemma gives that HomRpMi,Mjq “ 0, and consequently HomRpM
‘ni
i ,M

‘nj
j q “ 0, when i ‰ j. The final

isomorphism is the previous lemma.

On the one hand, we have EndRpRq – Rop by a problem from the homework. On the other hand, applying

Schur’s Lemma again, D1i :“ EndRpMiq is a division ring for all i.

Combining these gives

Rop – Matn1
pD11q ˆ ¨ ¨ ¨ ˆMatnmpD

1
mq

and hence, also by a homework problem, we have

R –
`

Matn1
pD11q ˆ ¨ ¨ ¨ ˆMatnmpD

1
mq

˘op
– Matn1

pD1q ˆ ¨ ¨ ¨ ˆMatnmpDmq

with Di :“ pD1iq
op “ EndRpMiq

op.

This shows that given a decomposition of R as a left semisimple module, there is a ring decomposition

as a product of matrix rings over division rings, and the data of division rings and matrix sizes is related to

the data of simple modules and multiplicities by the formulas (1)–(3). We just need to prove uniqueness.

Say we are given an isomorphism of rings R –
śk
i“1 MattipQiq for some division rings Q1, . . . , Qk. Then

since MattipQiq decomposes as a direct sum of ti copies of Ni :“ Qtii , and Ni is a simple MattipQiq-module,

hence also a simple R-module, we have a semisimple R-module decomposition of R as

M‘n1
1 ‘ ¨ ¨ ¨ ‘M‘nm

m – R – N‘t11 ‘ ¨ ¨ ¨ ‘N‘tkk .

By Krull-Schmidt, we must have m “ k, and after a permutation, Mi – Ni “ Q‘tii and ni “ ti for each i.

Moreover, we have

Di – EndRpMiq
op – EndRpNiq

op.

We recall that Ni – Q‘nii , with the natural column vector action from MatnipQiq, and the trivial action

from the other factors. Thus,

EndRpNiq
op “ EndMatni pQiq

pQ‘nii qop – Qi,
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using the exercise above. �

Corollary 3.60. A ring is left semisimple if and only if it is right semisimple.

Proof. The claim is equivalent to showing R is left semisimple if and only Rop is, which in turn follows from

just one of the implications. If R is left semisimple, then R –
ś

i MatnipDiq, so Rop –
ś

i MatnipDiq
op –

ś

i MatnipD
op
i q so Rop is left semisimple. �

Henceforth, we just say that R is semisimple if it is left semisimple.

3.6. Applications to representation theory. Let us start by restating the Artin-Wedderburn theorem

in the context of group rings.

Theorem 3.61 (Artin-Wedderburn for group rings). If G is a finite group and K is a field such that

charpKq - |G|, then there is an isomorphism of rings

KrGs – Matn1pD1q ˆ ¨ ¨ ¨ ˆMatnmpDmq,

where D1, . . . , Dm are division rings. Furthermore, each Di contains K (up to isomorphism) as a subring

of its center and the above isomorphism is K-linear. In particular, dimKpDiq ă 8.

Moroever, we have:

(1) m is the number of irreducible k-linear representation of G (up to isomorphism),

(2) the Di’s are the opposite rings of the endomorphism rings of these representations,

(3) the nj’s give the number of times each irreducible representation occurs in the decomposition of the

regular representation of G,

(4) the numbers n1 ¨ dimkpD1q, . . . , nm ¨ dimkpDmq give the dimensions of these representations, and

(5) n2
1 ¨ dimkpD1q ` ¨ ¨ ¨ ` n

2
m ¨ dimkpDmq “ |G|.

Proof. This mostly follows from Artin-Wedderburn and Maschke’s Theorem. What needs to be noted is

that each division ring here contains a copy of K in its center. Indeed, we recall that each Di is given as the

opposite ring of EndKrGspMiq for some simple module Mi. For λ P K, we have the map Mi
λ¨
ÝÑ Mi which

commutes with any KrGs-linear map from Mi to itself. �

Lecture of November 5, 2021

Corollary 3.62. Let G be a finite group, and K be a field such that charpKq - |G|. Then G is abelian if and

only if KrGs is isomorphic to a product of fields.

Lemma 3.63. Let G be any group and K any field. Given two group homomorphisms ρ1, ρ2 : G Ñ Kˆ “

GL1pKq, the associated KrGs-modules M1 and M2 are isomorphic if and only if ρ1 “ ρ2.

Proof. Suppose that α : M1 ÑM2 is an isomorphism of KrGs-modules. Identifying M1 “M2 “ K as vector

spaces, we have αpkq “ ck for some c ‰ 0. Then,

cρ1pgqpkq “ αρ1pgqpkq “ ρ2pgqαpkq “ ρ2pgqpckq “ cρ2pgqpkq

for all k P K, so ρ1pgqpkq “ ρ2pgqpkq for all k P K. �

Proposition 3.64. If D is a division ring that contains R in its center and dimRpDq “ 2, then D – C .

Proof. Pick x P DrR. Then R $ Rrxs Ď D, and since Rrxs is an R-vectorspace, we must have Rrxs “ D for

dimension reasons. Thus D is commutative and is a field. Since D is a finite extension of R, it is algebraic,

so R $ D Ď C, and we must have D “ C. �
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Example 3.65. Let k “ R and G “ S3. We find all the simple modules over the ring RrS3s or, equivalently,

all irreducible R-linear representations of S3. We also find the Artin-Wedderburn decomposition of RrS3s.

The one dimensional represenatations are given by group homomorphisms of the form S3 Ñ Rˆ, and any

such map factors as

S3 � Sab
3 Ñ Rˆ.

Note that Sab
3 “ S3{A3 – C2 and there are two group homomorphisms C2 Ñ Rˆ, sending the generator

to either 1 or ´1 (the only elements of Rˆ of order 1 or 2). This gives two representations: M1 “ R with

S3 acting trivially and M2 “ R with S3 acting by the sign representation. These are not isomorphic by the

previous lemma.

We have that 1 “ dimRpM1q “ n1 ¨dimRpD1q so n1 “ 1 and dimRpD1q “ 1, and likewise 1 “ dimRpM2q “

n2 ¨ dimRpD2q so n2 “ 1 and dimRpD2q “ 1. So, the Artin-Wedderburn decomposition starts as

RrS3s – Rˆ Rˆ ¨ ¨ ¨ .

Note that there are no further factors of R, since we found all of the one-dimensional simple modules.

Recall also that S3 acts on R3 by permuting the basis (corresponding to the group homomorphism S3 Ñ

GL3pRq sending a permutation to its associated permutation matrix). The subspace M3 “ tpa, b, cq P R3 |

a` b` c “ 0u is a subrepresenation of R3 of dimension 2. We claim it is irreducible: Say 0 ‰ pa, b, cq PM3.

By applying a permutation and scaling appropriately we obtain an element of the form p1, x,´1´xq PM3

and hence p1,´1´ x, xq PM3. Adding these gives p2,´1,´1q PM3 and hence p´1, 2,´1q PM3. The latter

two are linearly independent and so must span M3. This proves pa, b, cq generates M3 as a left RrS3s-

module and hence that M3 is simple. Note that M3 is not isomorphic to either M1 nor M2 by dimension

considerations.

We have that 2 “ dimRpM3q “ n3 ¨ dimRpD3q, so there are two possibilities.

(1) One possibility is n3 “ 1 and dimRpD3q “ 2, in which case D3 – C, so the Artin-Wedderburn

decomposition reads as

RrS3s – Rˆ Rˆ Cˆ S

for some S. We must have dimRpSq “ 2. We know that S cannot have any one-dimensional simple

modules (since we already accounted for all of the one-dimensional simple modules for RrS3s), so S

cannot be R ˆ R. Then, for dimension reasons, we must have that S – D4 with dimRpD4q “ 2, so

S – C. But then

RrS3s – Rˆ Rˆ Cˆ C

would be commutative, which it is not, as S3 is not abelian.

(2) The other possibility is n3 “ 2 and D3 “ R. We obtain the AW decomposition

RrS3s – Rˆ RˆMat2pRq.

(Alternatively, we could compute the endomorphism ring of M3 and see that it contains only scalars.)

We have found the AW decomposition of RrS3s. As a consequence, we have identified all of the irreducible

real representations of S3.

3.6.1. Algebraically closed fields. When working over an algebraically closed field, the Artin-Wedderburn

Theorem takes a simpler form.
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Corollary 3.66 (Artin-Wedderburn for group rings over algebraically closed fields). If G is a finite group

and K is an algebraically closed field such that charpKq - |G|, then there is an isomorphism of rings

krGs – Matn1pKq ˆ ¨ ¨ ¨ ˆMatnmpKq.

Moroever, we have:

(1) m is the number of irreducible K-linear representation of G (up to isomorphism),

(2) the Di’s are the opposite rings of the endomorphism rings of these representations,

(3) the nj’s give the number of times each irreducible representation occurs in the decomposition of the

regular representation of G,

(4) the nj’s also give the dimensions of these representations, and

(5) n2
1 ` ¨ ¨ ¨ ` n

2
m “ |G|.

Proof. The point is that in this setting, for each irreducible representation Mi, Di – EndKrGspMiq
op is equal

to K. Let θ P EndKrGspMiq. In particular, θ is a K-linear endomorphism of the finite dimensional vector

space Mi. Since K is algebraically closed, θ has an eigenvaluse, say λ. Then θ ´ λ1Mi
is a KrGs-linear

endomorphism of Mi that is not injective, so by Schur’s Lemma is must be 0. Thus, θ “ λ1Mi
. �

Lecture of November 8, 2021

Example 3.67. Let k “ C and consider the alternating group G “ A4 of order 12. We find all the simple

modules over the ring CrA4s or, equivalently, all irreducible C-linear representations of A4. We also find the

Artin-Wedderburn decomposition of CrA4s.

As before we start by finding 1-dimensional representations given by group homomorphisms of the form

A4 Ñ Cˆ. Any such map factors as

A4 � Aab
4 – C3 Ñ Cˆ

and thus there are three nonisomorphic 1-dimensional representations given by ρi : C3 “ xgy Ñ Cˆ, ρipgq “

e
2πi
3 , with i “ 0, 1, 2. Note that ρ0 corresponds to the trivial representation. Also ρ1 and ρ2 make essential

use of the fact that we are working over C as opposed to, say, R where there are no primitive cubic roots

of 1.

With respect to the Artin-Wedderburn decomposition we have so far

CrA4s – Cˆ Cˆ CˆMatn4pCq ˆ ¨ ¨ ¨ ˆMatnmpCq.

where n3, . . . , nm ě 2 because we have already found all the 1-dimensional representations (ni “ 1) above.

Counting dimensions we obtain

12 “ 1` 1` 1`
m
ÿ

i“4

ni
2.

It is easy to see there is only one solution: m “ 4 and n4 “ 3. Hence there is a unique up to isomorphism

C-linear irreducible representation of A4 which is a 3 dimensional C-vector space.

To exhibit such a representation, let A4 act on V “ C4 by permuting the standard basis elements and

thus any vector in V . The subspace W Ď V given by

W “ tpa, b, c, dq | a` b` c` d “ 0u

is an A4-stable subspace. This is an irreducible representation: if v P W r 0, after permuting and scaling,

we can write v “ p1, x, y,´1´ x´ yq. We also have p1,´1´ x´ y, x, yq and p1, y,´1´ x´ y, xq in xvy, so
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the sum p3,´1,´1,´1q P xvy. Then p´1, 3,´1,´1q and p´1,´1, 3,´1q are also in xvy, and these are three

linearly independent vectors, so we must have xvy “W .

Remark 3.68. Let’s consider what the Artin-Wedderburn Theorem says about complex representations of

finite abelian groups: the group ring must be a product of copies of C, so every irreducible representation is

one-dimensional. Thus, every representation is a sum of one-dimensional representations. Concretely, this

means that there is a basis in which every group element acts as a diagonal matrix.

This special case actually just follows from basic facts in linear algebra. Let ρ : G Ñ GLnpCq be a

representation. Then every g P G has finite order, so gk ´ 1 for some k. This implies that the matrix ρpgq

satisfies ρpgqk “ In, so its minimal polynomial divides xk ´ 1. This polynomial splits into distinct linear

factors over C, so ρpgq is diagonalizable for every g P G. (So far, we’ve only used that G is finite.) Now,

since g is abelian, we have gh “ hg for all g, h P G, so ρpgqρphq “ ρphqρpgq; i.e., the matrices commute.

Commuting diagonalizable matrices are simultaneously diagonalizable; i.e., there is a basis as above.

Proposition 3.69. Let G be a finite group. The number of one-dimensional complex representations of G

(up to isomorphism) is |Gab|. Thus, in the Artin-Wedderburn decomposition of CrGs, there are exactly |Gab|

copies of C.

Proof. We have that HomGrppG,Cˆq – HomAbpG
ab,Cˆq, and by the discussion above, there are |Gab|

distinct one-dimensional representations of Gab. �

Proposition 3.70. For any finite group G, the number of irreducible complex representations (up to iso-

morphism) is equal to the number of conjugacy classes.

Proof. We have

CrGs – Matn1pCq ˆ ¨ ¨ ¨ ˆMatnmpCq

and m is the number of irreducible complex representations up to isomorphism. A key point is that the

center of the right side is CIn1 ˆ ¨ ¨ ¨ ˆ CInm , which has dimension m as a complex vector space. Since this

ring isomorphism is C-linear, it induces a C-linear isomorphism of the centers, and thus we just need to show

that dimCpZpCrGsqq is equal to the number of conjugacy classes.

Let C1, . . . , Ch denote the conjugacy classes of G (i.e., the orbits for the action of G on itself by conjuga-

tion). For each i set zi “
ř

gPCi
g P CrGs. Then for all x P G, xzix

´1 “
ř

gPCi
xgx´1 “ zi and it follows that

zi P ZpCrGsq. Since that zi’s are sums of disjoint subsets of a basis of CrGs, they are linearly independent.

Now say
ř

g cgg belongs to the center. Then for each x P G,
ÿ

g

cgxgx
´1 “ xp

ÿ

g

cggqx
´1 “

ÿ

g

cgg

and it follows that cg “ ch whenever g, h are conjugate. This proves that ZpCrGsq is spanned by z1, . . . , zh.

We conclude that h “ dimCpZpCrGsqq “ m. �

Lecture of November 10, 2021

4. Homological Algebra

Homological algebra is the study of homology - a measure for the nonexactness of chain complexes which

we shall define below.
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4.1. The category of chain complexes of R-modules. Let’s define “chain complex” carefully.

Definition 4.1. For a ring R, a chain complex of left R-modules is a pair consisting of

‚ a family of left R-modules indexed by Z, tMiuiPZ

‚ a family of R-module homomorphisms tdi : Mi Ñ Mi´1uiPZ such that di´1 ˝ di “ 0 for all i, i.e.,

“d2 “ 0”.

Such a pair is usually written as pM‚, dq or pM‚, d
M q or just M‚. The map d (really, the family of maps) is

called the differential of the chain complex. We may say that the homological degree of Mi is i.

Example 4.2. Infinitely many of the modules Mi in a chain complex could be zero of course. So, for

example, a short exact sequence

0 ÑM2 ÑM1 ÑM0 Ñ 0

will be regarded as a chain complex with Mi “ 0 for all i R t0, 1, 2u.

Example 4.3. For those who have taken (or will take) a course in algebraic topology, given a topological

space X, we form a chain complex C‚pXq :“ C‚pX;Zq over the ring Z, called the singular chain complex

associated to X, as follows.

‚ Define CnpXq to be the free Z-module with basis given by the set of all continuous functions ∆n Ñ X

where ∆n is the standard topological n-simplex:

∆n :“ tpr0, . . . , rnq P Rn`1 | ri ě 0,
ÿ

i

ri “ 1u.

For n ă 0, CnpXq :“ 0.

‚ The map dn : CnpXq Ñ Cn´1pXq is the unique homomorphism of abelian groups sending a basis

element g : ∆n Ñ X to
řn
i“0p´1qig ˝ αni where αni : ∆n´1 Ñ ∆n is the map pr0, . . . , rn´1q ÞÑ

pr0, . . . , ri´1, 0, ri, . . . , rn´1q.

Since the singular chain complex associated to X is huge (the modules Cn are usually not finitely gener-

ated), in practice it is more convenient to work with X being a simplicial complex (union of simplices) and

C‚pXq being the simplicial chain complex of X. This complex has

CnpXq “ the free Z module with basis given by the n-dimensional simplices of X

and dn : CnpXq Ñ Cn´1pXq is given by sending

dnptr0, . . . , rn´1uq “

n
ÿ

i“0

p´1qitr0, . . . , r̂i, . . . , rnu

where the hat indicates removing one vertex to get an n´ 1-dimensional simplex.

For a very concrete example, let’s take X to be the following (hollow) triangle

1

2 3.

This gives the simplicial chain complex

C‚pXq : 0
d2
ÝÑ Z3 d1

ÝÑ Z3 d0
ÝÑ 0,
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where the maps di “ 0 for i ‰ 0 and the map d1 is given by the following matrix

d1 “

»

—

–

1 1 0

´1 0 1

0 ´1 ´1

fi

ffi

fl

with respect to the ordered bases t1, 2u, t1, 3u, t2, 3u and t1u, t2u, t3u. Here tiu denotes the map tiu : ∆0 Ñ X

which maps ∆0 to the vertex i of X and ti, ju denotes the map ti, ju : ∆1 Ñ X which maps ∆1 to the edge

ri, js of X.

Definition 4.4. A chain map from one chain complex of left R-modules pM‚, d
M q to another pN‚, d

N q is a

family of left R-module homomorphisms fi : Mi Ñ Ni, for i P Z, such that dNi ˝ fi “ fi´1 ˝ d
M
i for all i. We

often write a chain map as just f : pM‚, d
M q Ñ pN‚, d

N q, or even just f : M‚ Ñ N‚.

Pictorially, a chain map is a commutative diagram of the form

¨ ¨ ¨ // Mi`1
//

��

Mi
//

��

Mi´1
//

��

¨ ¨ ¨

¨ ¨ ¨ // Ni`1
// Ni // Ni´1

// ¨ ¨ ¨

in which both rows are complexes and all squares commute.

Example 4.5. Straightforward examples of maps between chain complexes include:

‚ the identity map idM‚ : pM‚, d
M q Ñ pM‚, d

M q, fi “ idMi

‚ the zero map 0 : pM‚, d
M q Ñ pN‚, d

N q, fi “ 0

Example 4.6. If f : X Ñ Y is a continuous map between topological spaces, there is an induced chain map

f˚ : pC‚pXq, dq Ñ pC‚pY q, dq between associated singular chain complexes defined by composition with f in

the evident way.

Example 4.7. Consider the complexes pM‚, d
M q, pN‚, d

N q, pN 1‚, d
N 1q of Z-modules given by

M‚ “ 0 // Z

»

—

–

1

´1

fi

ffi

fl

// Z2

„

1 1


// Z // 0

N‚ “ 0 // Z 1 // Z // 0 // 0

N 1‚ “ 0 // 0 // Z 1 // Z // 0

,

where we consider the last column to be homological degree ´1. The map f : pN‚, d
N q Ñ pM‚, d

M q given by

f2 “ 1, f1 “

«

1

0

ff

is not a chain map, since the square with f1 and f0 does not commute: one composition in

the 0,1 square is zero and the other isn’t. However, the map f : pN 1‚, d
N 1q Ñ pM‚, d

M q given by f1 “

«

1

0

ff

,

f0 “ 1 is a chain map; the 1,2 square has both compositions zero, and the both compositions in the 0,1

square are multiplication by 1 on Z. Also, the map f : pM‚, d
M q Ñ pN‚, d

N q given by f2 “ 1, f1 “

”

1 0
ı

is a chain map.



MATH 901 LECTURE NOTES, FALL 2021 67

Proposition 4.8. For any ring R, chain complexes and chain maps of left R-modules form a category,

written R´Comp .

Proof. We need to give a rule for composing morphisms and check that it satisfies the axioms. Of course,

composition will take place degree-by-degree. We should check that a composition of chain maps is a chain

map, and that composition is associative. Let f : pL‚, d
Lq Ñ pM‚, d

M q and g : pM‚, d
M q Ñ pN‚, d

N q be

chain maps. Then

pg ˝ fqid
L
i`1 “ gifid

L
i`1 “ gid

M
i`1fi`1 “ dNi`1gi`1fi`1 “ dNi`1pg ˝ fqi`1.

Associativity of composition follows directly from the same fact for module maps. �

Lecture of November 12, 2021

The category R ´ Comp has many similarities to R ´Mod. These similarities are axiomatized in the

definition of abelian category , which we won’t pursue here. Rather, let’s just notice a few.

Remark 4.9. ‚ Given any two chain maps f, g : pM‚, d
M q Ñ pN‚, d

N q, the sum pf ` gqi “ fi ` gi is a

chain map. Under this operation, the set HomR´CompppM‚, d
M q, pN‚, d

N qq is an abelian group.

‚ There is an initial and terminal “0 object”: the chain complex consisting entirely of 0 modules with

0 differential.

‚ For any two elements in R´Comp, the product and coproduct exist, and are given by isomorphic

objects. Namely, for chain complexes pM‚, d
M q, pN‚, d

N q the product is the chain complex pM‚ ‘

N‚, d
M ‘ dN q for which the modules are Mi ‘Ni and the differential is

dMi ‘ dNi “

«

dMi 0

0 dNi

ff

: Mi ‘Ni ÑMi´1 ‘Ni´1.

We also call this the direct sum of these complexes.

‚ We can also talk about the kernel and cokernel of a chain map:

– the kernel of f : pM‚, d
M q Ñ pN‚, d

N q is the complex pK‚, d
Kq with Ki “ kerpfiq and dKi “

diM |Ki .

– the cokernel of f : pM‚, d
M q Ñ pN‚, d

N q is the complex pC‚, d
Kq with Ci “ cokerpfiq and dCi is

map induced by d on the quotient modules Ci Ñ Ci´1.

Example 4.10. Let’s return to the complexes of Z-modules from before. We can compute HomR´CompppN‚, d
N q, pM‚, d

M qq.

For a chain map f , we need to specify f2 “

”

a
ı

and f1 “

«

b

c

ff

. The commutativity of the square forces

«

a

´a

ff

“

«

b

c

ff

, so we conclude that this hom group is Z.

Let’s also compute a direct sum: pN‚ ‘N
1
‚, d

N ‘ dN
1

q is the complex

0 // Z

»

—

–

1

0

fi

ffi

fl

// Z2

„

0 1


// Z // 0.

We can define exact sequences in R´Comp.

Definition 4.11. A short exact sequence of chain complexes is a sequence of chain complexes of chain maps

of the form

0 Ñ pM 1
‚, d

1q Ñ pM‚, dq Ñ pM2
‚ , d

2q Ñ 0
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that is an exact sequence of R-modules in each degree. Pictorially, a short exact sequence of chain complexes

is a commutative diagram

0

��

0

��

0

��
¨ ¨ ¨ // M 1

i`1
//

��

M 1
i

//

��

M 1
i´1

//

��

¨ ¨ ¨

¨ ¨ ¨ // Mi`1
//

��

Mi
//

��

Mi´1
//

��

¨ ¨ ¨

¨ ¨ ¨ // M2
i`1

//

��

M2
i

//

��

M2
i´1

//

��

¨ ¨ ¨

0 0 0

in which each row is a complex and each column is a short exact sequence of modules. (One might add

horizontal arrows between the 0 modules along the top and the bottom, but they are redundant and just

add clutter.)

Example 4.12. Returning to our same running examples, there is a short exact sequence

0 // 0 //

��

Z
1

//

»

—

–

1

0

fi

ffi

fl

��

Z //

1

��

0

0 // Z

»

—

–

1

´1

fi

ffi

fl

//

1

��

Z2

„

1 1


//

„

0 1


��

Z //

��

0

0 // Z
1

// Z // 0 // 0

4.2. Homology.

Definition 4.13. Given a chain complex M‚ “ pM‚, dq of left R modules, its homology is the sequence of

left R-modules indexed by Z defined by

HipM‚q “ HipM‚, dq :“
kerpdi : Mi ÑMi´1q

impdi`1 : Mi`1 ÑMiq

for i P Z. We also give names to the modules in the numerator and denominator above

Zi :“ kerpdi : Mi ÑMi´1q is called the module of i-cycles

Bi :“ impdi`1 : Mi`1 ÑMiq is called the module of i-boundaries.

Remark 4.14. A chain complex M‚ is exact if and only if HipM‚q “ 0 for all i.
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Example 4.15. For a module M , we write M r0s for the complex with M r0si “ 0 for all i ‰ 0 and

M r0s0 “ M . The differential is (necessarily) the 0 map in each degree. The homology modules of M r0s is

HipM r0sq “ 0 for i ‰ 0 and H0pM r0sq –M .

Example 4.16. The homology of a complex with just two nonzero modules located in degrees 0 and 1,

¨ ¨ ¨ 0 ÑM1
d1
ÝÑM0 Ñ 0 Ñ ¨ ¨ ¨ ,

is HipM,dq “ 0 for all i ‰ 0, 1, H0pM,dq “ cokerpd1q and H1pM,dq “ kerpd1q.

Example 4.17. If pV‚, dq is a complex of K-vector spaces, then, by the rank nullity theorem

dimK HipV‚, dq “ dimKpViq ´ rankpdi`1q ´ rankpdiq.

Example 4.18 (Homology groups in topology). The homology of the singular chain complex C‚pXq of a

topological space X are known as the homology groups of X.

Let’s compute the homology groups of the simplicial complex X from Example 4.3 where the relevant

chain complex is

¨ ¨ ¨ 0 Ñ C1pXq “ Z3 d1
ÝÑ C0pXq “ Z3 Ñ 0 Ñ ¨ ¨ ¨ ,

To compute the homology let’s perform row reduction on the matrix of the differential d1:
»

—

–

1 1 0

´1 0 1

0 ´1 ´1

fi

ffi

fl

R1`R2ÑR2
ÝÝÝÝÝÝÝÝÑ

»

—

–

1 1 0

0 1 1

0 ´1 ´1

fi

ffi

fl

R2`R3ÑR3
ÝÝÝÝÝÝÝÝÑ

»

—

–

1 1 0

0 1 1

0 0 0

fi

ffi

fl

C2´C1´C3ÑC2
ÝÝÝÝÝÝÝÝÝÝÑ

»

—

–

1 0 0

0 0 1

0 0 0

fi

ffi

fl

.

The row and column operations amount to performing changes of basis on the free modules C0pXq “ Z3

and C1pXq “ Z3. The last matrix above gives a new description for the differential d1 with respect to the

ordered bases t1, 2u, t1, 3u ´ t1, 2u ´ t2, 3u, t2, 3u and t1u, t1u ` t2u, t1u ` t2u ` t3u. We now see that

H1pC‚pXqq “ kerpd1q “ Zpt1, 3u ´ t1, 2u ´ t2, 3uq – Z

H0pC‚pXqq “ cokerpd1q “
Zt1u ‘ Zpt1u ` t2uq ‘ Zpt1u ` t2u ` t3uq

Zt1u ‘ Zpt1u ` t2uq
– Zpt1u ` t2u ` t3uq – Z.

Now suppose that Y is the simplicial complex obtained by filling in the triangle X with a 2-dimensional

simplex. Then C‚pY q is

¨ ¨ ¨ 0 Ñ C2pY q “ Z
d2
ÝÑ C1pXq “ Z3 d1

ÝÑ C0pXq “ Z3 Ñ 0 Ñ ¨ ¨ ¨ ,

where d2 “

”

1 ´1 1
ıT

with respect to the bases t1, 2, 3u and t1, 2u, t1, 3u, t2, 3u, i.e. impd2q “ Zpt1, 2u ´
t1, 3u ` t2, 3uq.

From the computations above we see that kerpd1q “ Zpt1, 3u ´ t1, 2u ´ t2, 3uq. Hence H1pC‚pY qq “ 0

since kerpd1q “ impd2q and H2pC‚pY qq “ 0 because d2 is injective.

The topological significance of the computations above is that

‚ the rank of H0 measures the number of connected components: both for X and for Y there is one

connected component and H0 – Z has rank one;

‚ the rank of H1 measures the number of 1-dimensional “holes”: X has one such hole (X is homotopic

to the circle S1) and H1pC‚pXqq – Z but Y has no such holes and H1pC‚pY qq “ 0;

‚ the rank of H2 measures the number of 2-dimensional “holes” etc.
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Definition 4.19 (Induced map in homology). Given a chain map f : pM‚, dq Ñ pN‚, dq for each i write

Hipfq : HipM‚q Ñ HipN‚q for the map induced by f in the following manner: given z P kerpdi : Mi ÑMi´1q,

we define Hipfqpzq “ fpzq.

Remark 4.20. The function Hipfq is indeed a well-defined R-linear map: Note, first of all, that for z P

kerpdi : Mi Ñ Mi´1q we have dipfipzqq “ fi´1pdipzqq “ fi´1p0q “ 0, and hence fipzq P kerpdi : Ni Ñ Ni´1q.

Thus, we have a well-defined element fipzq of HipN‚q. Moreover, if z “ y in HipM‚q for elements y, z P

kerpdi : Mi ÑMi´1q, then y ´ z “ dMi`1pwq for some w PMi`1. It follows that

fipyq ´ fipzq “ fipy ´ zq “ fipd
M
i`1pwqq “ dNi`1pfi`1pwqq,

since f is a chain map, and hence fipyq “ fipzq holds in HipN‚q. This proves Hipfq is well-defined. It is

easy to see that it is an R-module homomorphism.

Lecture of November 15, 2021

Definition 4.21. A chain map f : M‚ Ñ N‚ is a quasi-isomorphism if Hipfq is an isomorphism for all i P Z.

Example 4.22. The chain map

¨ ¨ ¨ // 0 //

��

Z 2 //

��

Z //

1̄
��

0 //

��

¨ ¨ ¨

¨ ¨ ¨ // 0 // 0 // Z{2Z // 0 // ¨ ¨ ¨

is a quasi-isomorphism.

Example 4.23. Admitting a quasi-isomorphism is stronger than having isomorphic homology in each degree.

Consider the complexes

M‚ 0 // Z{4Z 2 // Z{4Z // 0

N‚ 0 // Z{2Z 2 // Z{2Z // 0.

Observe that H1pM‚q “ xr2s4y – Z{2Z, H0pM‚q “ xr1s2y – Z{2Z, H1pN‚q “ xr1s2y – Z{2Z, and H0pN‚q “

xr1s2y – Z{2Z. There is no chain map f : M‚ Ñ N‚ for which H1pfq is an isomorphism, since f1pr2s4q “ 0,

so H1pfq “ 0. Likewise, there is no chain map f : N‚ Ñ M‚ for which H0pfq is an isomorphism, since

2f0pr1s2q “ 0 implies f0pr1s2q P xr2s4y and hence H0pfq “ 0.

Next we promote homology to being a functor.

Lemma 4.24. For each fixed i, Hip´q is an additive functor

Hip´q : R´Comp Ñ R´Mod.

Recall that this means Hipf ˝ gq “ Hipfq ˝Hipgq, Hipidq “ id, and Hipf ` gq “ Hipfq `Hipgq.

Proof. These follow easily from Definition 4.19. �

However, the homology functors are not exact.
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Example 4.25. Consider the following short exact sequence of complexes K-vector spaces (where each row

is a complex, and the vertical maps are chain maps)

M 1
‚ : 0 // 0 //

��

Ka //

i

��

0

M‚ : 0 // Kb – //

–

��

Kb //

p

��

0

M2
‚ : 0 // Kb

p // Kc // 0

Then applying H0 yields

Ka // 0 // 0

and applying H1 yields

0 // 0 // kerppq – Ka.

Note that neither of these is exact.

4.2.1. The long exact sequence of homology.

Proposition 4.26 (Snake Lemma). For a ring R, suppose

M 1 i //

f 1

��

M
p //

f

��

M2 //

f2

��

0

0 // N 1
j // N

q // N2

is a commutative diagram of left R-modules such that each row is an exact sequence. Then there is an exact

sequence of the form

kerpf 1q
i|
ÝÑ kerpfq

p|
ÝÑ kerpf2q

B
ÝÑ cokerpf 1q

j
ÝÑ cokerpfq

q
ÝÑ cokerpf2q.

which can be visualized in relation to the previous diagram as follows

ker f 1 //

��

ker f //

��

ker f2

��
M 1 //

f 1 ��

M //

f
��

M2

f2 ��
N 1 //

��

N //

��

N2

��
coker f 1 ////

B

coker f // coker f2

The map B is called the connecting homomorphism, as is given as follows: For m2 P kerpf2q, pick m PM

such that ppmq “ m2. Then qfpmq “ 0 and hence fpmq “ jpn1q for a element n1 P N 1. Set

Bpmq “ n1 ` impf 1q P cokerpf 1q.

Moreover, if i is injective and if q is surjective they lead to an exact sequence

0 Ñ kerpf 1q
i|
ÝÑ kerpfq

p|
ÝÑ kerpf2q

B
ÝÑ cokerpf 1q

j
ÝÑ cokerpfq

q
ÝÑ cokerpf2q Ñ 0.
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The map B can be illustrated as follows:

m2_

��

kerpf 1q

��

kerpfq

��

kerpf2q

��
m_

��

� // m2

M 1

��

// M //

��

M2

��
n1_

��

� // n

N 1

��

// N

��

// N2

��
n1 ` impf 1q

cokerpf 1q cokerpfq cokerpf2q

Proof. One needs to show many things.

‚ Well-definedness of i| and p|, specifically the fact that the images of these maps land in kerpfq and

kerpf2q respectively:

To show this for i|, consider u P kerpf 1q. Then i|puq “ ipuq and fpipuqq “ jpf 1puqq “ jp0q “ 0 by

the commutativity of the given diagram. Thus i|puq P kerpfq as desired. The same argument works

for p|.

‚ Well-definedness of j and q, specifically independence of coset representative.

To show this for q, consider n ´ ñ P impfq. Then we have qpnq ´ qpñq “ qpn ´ ñq P qpimpfqq “

f2pimppqq Ď impf2q yields that qpn` impfqq “ qpnq` impf2q “ qpp̃nqq` impf2q “ qpñ` impfqq. The

same argument works for k.

‚ Exactness at kerpfq:

It is clear that impi|q Ď kerpp|q. If m P kerpp|q “ kerpfq X kerppq, then m “ ipm1q for some

m1 PM 1, and jpf 1pm1qq “ fpipm1qq “ fpmq “ 0, and since j is injective, f 1pm1q “ 0, so m1 P kerpf 1q.

‚ Exactness at cokerpfq:

It is clear that impj̄q Ď kerpq̄q. If n̄ P kerpq̄q, then qpnq P impf2q, so there is some m2 such that

qpnq “ f2pm2q. We can write m2 “ ppmq for some m P M . Then qpnq “ f2pppmqq “ qpfpmqq so

qpn´ fpmqq “ 0. Thus n´ fpmq “ jpn1q for some n1 P N 1, so n̄ “ j̄pn1q.

Lecture of November 17, 2021

‚ Well-definedness of B:

First, given m2 P kerpf2q, p is surjective, so we can write ppmq “ m2. Then 0 “ f2pppmqq “

qpfpmqq, so n “ fpmq P kerpqq “ impjq, and hence we can choose n1 such that jpn1q “ n.

To see that Bpm2q is independent of the choice of m occurring in its construction, suppose m1 and

m2 satisfy ppm1q “ m2 “ ppm2q, and let n11, n
1
2 be the unique elements satisfying jpn11q “ fpm1q

and jpn12q “ fpm2q. Then ppm1´m2q “ 0 and hence by exactness of the top row, there is a m1 such

that ipm1q “ m1 ´m2. By the commutativity of the left square we get

jpf 1pm1qq “ fipm1q “ fpm1q ´ fpm2q “ jpn11q ´ jpn
1
2q “ jpn11 ´ n

1
2q.
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Since j is injective, it follows that f 1pm1q “ n11 ´ n
1
2 and hence that n11 ` impf 1q “ n12 ` impf 1q. So,

we have proven B is a well-defined function.

The fact that B is R-linear follows from noting that if ppm1q “ m21 and ppm2q “ m22, then we have

pprm1 `m2q “ rm21 `m
2
2, and likewise with j.

‚ impp|q “ kerpBq:

If m2 P kerpf2q satisfies m2 “ ppxq for some x P kerpfq, then in the construction of B we may

take m “ x and it follows that fpmq “ 0 and hence Bpm1q “ 0. This proves impp|q Ď kerpf2q. If

Bpm2q “ 0, then, using the same letters as in the construction of B, n1 “ f 1pm1q for some m1 P M 1.

Then ppm ´ ipm1qq “ ppmq “ m2 and fpm ´ ipm1qq “ fpmq ´ jf 1pm1q “ 0, which proves that

m2 P impp|q. This proves the other containment.

‚ impBq “ ker j̄:

For m2 P M2, write Bpm2q “ n1 ` impf 1q; then, in the construction, jpn1q “ n P impfq, so

impBq Ď ker j̄. If j̄pn1 ` impf 1qq “ 0, then jpn1q P impfq, so write n “ jpn1q “ fpmq. Then

f2pppmqq “ qpfpmqq “ qpjpn1qq “ 0, so ppmq P kerpf2q, and Bpppmqq “ n1 ` impfq by definition,

which proves that n1 ` impfq P impBq.

‚ Exactness at kerpf 1q and cokerpf2q given exactness at M 1 and N2:

Clear, since the restriction of an injective map is injective, and the map induced on a quotient by

a surjective map is surjective. �

Example 4.27. Given an m ˆ n matrix A and a prime p, write Ā for the reduction of A modulo p. In

general, there may be solutions of Āv “ 0 that are not of the form v “ w̄ for any w such that Aw “ 0. We

can use the Snake Lemma to understand the difference: there is a chain map of short exact sequences

0 // Zn
p //

A

��

Zn
p //

A

��

Fnp //

Ā

��

0

0 // Zm
p // Zm

p // Fmp // 0,

which by the snake lemma yields an exact sequence

0 Ñ kerpAq
p
ÝÑ kerpAq Ñ kerpĀq

B
ÝÑ cokerpAq

p
ÝÑ cokerpAq Ñ cokerpĀq Ñ 0.

This gives a short exact sequence

0 Ñ
kerpAq

p kerpAq
Ñ kerpĀq Ñ impBq Ñ 0,

so the image of the connecting map measures how many solutions mod p do not come from solutions in Z.

We also have an isomorphism impBq – kerpcokerpAq
p
ÝÑ cokerpAqq.

The connecting homomorphism is given by the formula Bpvq “ r 1pAṽs, where ṽ is a lift of v: any vector in

Z whose coordinates are representatives for the coordinates of v.

Lecture of November 19, 2021

Theorem 4.28 (Long exact sequence in homology). If 0 ÑM 1
‚

j
ÝÑM‚

p
ÝÑM2

‚ Ñ 0 is a short exact sequence

of chain complexes of left R-modules, then there is a long exact sequence of left R-modules of the form

¨ ¨ ¨ Ñ HipM
1
‚q

Hipjq
ÝÝÝÑ HipM‚q

Hippq
ÝÝÝÑ HipM

2
‚ q

Bi
ÝÑ Hi´1pM

1
‚q

Hi´1pjq
ÝÝÝÝÝÑ Hi´1pM‚q

Hi´1ppq
ÝÝÝÝÝÑ ¨ ¨ ¨

also often drawn as
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¨ ¨ ¨ HipM
1
‚q HipM‚q HipM

2
‚ q

Hi´1pM
1
‚q Hi´1pM‚q Hi´1pM

2
‚ q

Hi´2pM
1
‚q Hi´2pM‚q Hi´2pM

2
‚ q

H0pM
1
‚q H0pM‚q H0pM

2
‚ q . . .

Bi

Bi´1

where the map Bi is defined as follows:

Given z P kerpdi : M2
i Ñ M2

i´1q, since p is onto, we may find a w P Mi such that pipwq “ z. For any

choice of such a w, we have ppdpwqq “ dpppwqq “ dpzq “ 0 and hence, by the exactness in the middle of the

original s.e.s., there is a unique u P M 1
i´1 such that jpuq “ dpwq. We have jdpuq “ dpjpuqq “ dpdpwqq “ 0

and thus, since j is one-to-one, u P kerpdi´1q. We set Bipzq “ u P Hi´1pM
1
¨ q.

Proof. The theorem follows from several applications of the Snake Lemma:

‚ First we note that for any n, we have a commutative diagram

0 // M 1
n

//

dM
1

n

��

Mn
//

dMn
��

M2
n

//

dM
2

n

��

0

0 // M 1
n´1

// Mn´1
// M2

n´1
// 0,

so by the Snake Lemma we get exact sequences

0 Ñ ZnpM
1
‚q Ñ ZnpM‚q Ñ ZnpM

2
‚ q

M 1
n{BnpM

1
‚q ÑMn{BnpM‚q ÑM2

n{BnpM
2
‚ q Ñ 0.

‚ Next we observe that since the boundaries Bn are contained in the kernel of the differential dn and

since the image of dn is contained in Zn, the universal mapping property of the quotient gives that

the differentials dn for the three complexes induce vertical maps as follows

M 1
n{BnpM

1
‚q

//

d
M1

n

��

Mn{BnpM‚q //

d
M
n

��

M2
n{BnpM

2
‚ q

//

d
M2

n

��

0

0 // Zn´1pM
1
‚q

// Zn´1pM‚q // Zn´1pM
2
‚ q

‚ observe that the kernel of dn is Hn and the cokernel of dn is Hn´1 therefore the Snake Lemma

applied to the diagram in the previous bullet point yields a six term exact sequence

HnpM
1
‚q Ñ HnpM‚q Ñ HnpM

2
‚ q

B
ÝÑ Hn´1pM

1
‚q Ñ Hn´1pM‚q Ñ Hn´1pM

2
‚ q

Comparing the description of B given by the Snake Lemma and the description of Bn above one sees

that these maps are the same. �

Corollary 4.29 (Two out of three exactness). If 0 Ñ M 1
‚ Ñ M‚ Ñ M2

‚ Ñ 0 is a short exact sequence of

chain complexes of left R-modules and if any two of the three complexes are exact, then the third complex is

also exact.
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Proof. Recall that a complex is exact if and only if all its homology modules are equal to 0. Now if two

of the three given complexes are exact (say M‚ and M2
‚ are exact for concreteness), it means that in the

long exact sequence in homology we have two zeros surrounding each of the homology modules of the third

complex (M 1
‚) as follows:

¨ ¨ ¨
Hippq
ÝÝÝÑ 0

Bi
ÝÑ Hi´1pM

1
‚q

Hi´1pjq
ÝÝÝÝÝÑ 0

Hi´1ppq
ÝÝÝÝÝÑ ¨ ¨ ¨

The presence of the 0 homology modules implies that Bi “ 0 “ Hi´1ppq, and the exactness yields Hi´1pM
1
‚q “

kerpHi´1pjqq “ impBiq “ 0 for any i P Z. Thus M 1
‚ is exact. �

Example 4.30. Let M‚ be a chain complex. We can make chain complexes Z‚pM‚q, B‚pM‚q with differential

zero. Then we obtain a short exact sequence of complexes

0 Ñ Z‚pM‚q
j1

ÝÑM‚
d
ÝÑ B‚r´1spM‚q Ñ 0,

where d is given by the differential on M‚:

...

��

...

��

...

��
0 // ZnpM‚q //

0

��

Mn

dn

��

dn // Bn´1pM‚q //

0

��

0

0 // Zn´1pM‚q //

��

Mn´1

��

dn´1 // Bn´2pM‚q //

��

0

...
...

...

(The r´1s after B‚ is to keep track of the fact that the homological indices are off by 1.) We compute the

long exact sequence of homology:

¨ ¨ ¨ Ñ HnpZ‚pM‚qq
Hnpj

1
q

ÝÝÝÝÑ HipM‚q
Hnpdq
ÝÝÝÝÑ HnpB‚r´1spM‚qq

B
ÝÑ Hn´1pZ‚pM‚qq Ñ ¨ ¨ ¨ .

Since Z‚pM‚q and B‚r´1spM‚q have zero differential, the homology modules are just the modules of those

complexes. The map Hipj
1q maps a cycle to its homology class in HipM‚q. The map Hipdq takes a homology

class, and applies the differential to a representative, which yields zero since a representative is a cycle, so

this is the zero map. The connecting map is just the inclusion map of the boundaries into the cycles. Thus

the long exact sequence is

¨ ¨ ¨ Ñ Hn`1pM‚q
0
ÝÑ BnpM‚q Ñ ZnpM‚q Ñ HnpM‚q

0
ÝÑ Bn´1pM‚q Ñ ¨ ¨ ¨ ,

which breaks into short exact sequences

0 Ñ BnpM‚q Ñ ZnpM‚q Ñ HnpM‚q Ñ 0.

Here is an application.

Proposition 4.31. Let F be an exact functor and M‚ be a chain complex. There are isomorphisms

HnpF pM‚qq – F pHnpM‚qq for all n P Z.
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Proof. Write j1n : BnpM‚q Ñ ZnpM‚q, j
2
n : ZnpM‚q ÑMn, and j2n ˝j

1
n “ jn : BnpM‚q ÑMn for the inclusion

maps. We have a short exact sequence

0 Ñ BnpM‚q
j1n
ÝÑ ZnpM‚q Ñ HnpM‚q Ñ 0,

and hence also

0 Ñ F pBnpM‚qq
F pj1nq
ÝÝÝÝÑ F pZnpM‚qq Ñ F pHnpM‚qq Ñ 0.

Observe that the differential dn : Mn ÑMn´1 can be written as dn “ jn ˝d
1
n, with d1n : Mn Ñ Bn´1pM‚q.

Apply F to the short exact sequence of complexes

0 Ñ Z‚pM‚q
j2

ÝÑM‚
d1
ÝÑ B‚r´1spM‚q Ñ 0,

to get

0 Ñ F pZ‚pM‚qq
F pj2q
ÝÝÝÑ F pM‚q

F pd1q
ÝÝÝÑ F pB‚r´1spM‚qq Ñ 0,

i.e.,

...

��

...

��

...

��
0 // F pZnpM‚qq

F pj2nq //

0

��

F pMnq

F pdnq

��

F pd1nq // F pBn´1pM‚qq //

0

��

0

0 // F pZn´1pM‚qq
F pj2n´1q//

��

F pMn´1q

��

F pd1n´1q// F pBn´2pM‚qq //

��

0

...
...

...

Take the long exact sequence of homology:

¨ ¨ ¨ Ñ F pZnpM‚qq
Hnpj

2
q

ÝÝÝÝÑ HnpF pM‚qq
HnpF pd

1
qq

ÝÝÝÝÝÝÑ F pBn´1pM‚qq
B
ÝÑ F pZn´1pM‚qq Ñ ¨ ¨ ¨ .

As F pdq is the differential on F pM‚q, the map HnpF pd
1qq is zero. We claim that the connecting morphism

is F pj1n´1q. Indeed, for b P F pBn´1pM‚qq, take m P F pMnq with F pd1nqpmq “ b. Then

F pdnqpmq “ F pjn´1qpbq “ F pj2n´1qpF pj
1
n´1qpbqq,

so Bpbq “ F pj1n´1qpbq. Thus, the long each sequence in homology reads

¨ ¨ ¨ Ñ Hn`1pF pM‚qq
0
ÝÑ F pBnpM‚qq

F pj1nq
ÝÝÝÝÑ F pZnpM‚qq Ñ HnpF pM‚qq

0
ÝÑ F pBn´1pM‚qq Ñ ¨ ¨ ¨ ,

which yields short exact sequences

0 Ñ F pBnpM‚qq
F pj1n
ÝÝÝÑ F pZnpM‚qq Ñ HnpF pM‚qq Ñ 0.

Thus, we obtain isomorphisms F pHnpM‚qq – HnpF pM‚qq. �

4.3. Homotopy of chain maps.

Definition 4.32. Suppose M‚ and N‚ are two chain complexes of R-modules and f, g : M‚ Ñ N‚ are two

chain maps joining them. We say f and g are homotopic (or sometimes chain homotopic), written f »htpc g,

if there is a family of R-maps hi : Mi Ñ Ni`1, i P Z, such that

dNi`1 ˝ hi ` hi´1 ˝ d
M
i “ fi ´ gi
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for all i. (Succinctly, dh` hd “ f ´ g.) Such a family of maps thiuiPZ is called a chain homotopy joining f

to g. A chain map is called null-homotopic if f »htpc 0.

Here is a picture of a chain homotopy

¨ ¨ ¨ // Mi`1
//

��||

Mi
//

fi´gi

��hi||

Mi´1
//

��||

¨ ¨ ¨

||
¨ ¨ ¨ // Ni`1

// Ni // Ni´1
// ¨ ¨ ¨ .

The squares commute but the triangles do not. Rather, the sum of the two compositions in each rhombus

‚

��

// ‚

��
‚ // ‚

occuring in this diagram is equal to the difference of f and g.

Example 4.33. If f, g : X Ñ Y are continuous maps between topoogical spaces that are homotopic in the

sense of topology, then the induced maps on singular chain complexes f˚, g˚ : C‚pXq Ñ C‚pY q are chain

homotopic.

Example 4.34. I claim the chain map pictured below is null homotopic:

¨ ¨ ¨ // 0 //

��

0

��

// Z //

17

��

0 //

��

¨ ¨ ¨

¨ ¨ ¨ // 0 // Z 17 // Z // 0 // ¨ ¨ ¨

A null-homotopy is given by the diagram

¨ ¨ ¨ // 0

��

//

~~

Z //

17

��

1

��

0 //

����

¨ ¨ ¨

¨ ¨ ¨ // Z 17 // Z // 0 // ¨ ¨ ¨

The main point of chain homotopy is given by the following result:

Proposition 4.35. Homotopic chain maps induce the same map on homology: If f and g are chain maps

from pM‚, d
M q to pN‚, d

N q and they are homotopic, then Hipfq “ Hipgq for all i.

In particular, a null homotopic map induces the 0 map on homology.

Proof. We prove the second assertion first. Suppose f is null-homotopic. For any i, let z P HipMq be a

class represented by an element z P kerpdi : Mi Ñ Mi´1q. Since f is null-homotopic, there is a h such that

dNh ` hdM “ f . So fpzq “ dN phpzqq ` hpdM pzqq “ dN phpzqq since dpzq “ 0. This gives fpzq P impdq and

hence fpzq “ 0 in HipN‚q.

If f »htpc g, then f ´ g is null-homotopic, so that Hipf ´ gq “ 0, by what we just proved. Since Hi is

additive, we have 0 “ Hipf ´ gq “ Hipfq ´Hipgq. �
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Example 4.36. The converse of this proposition is false. For example, the chain map of Z-modules pictured

as

¨ ¨ ¨ // 0 //

��

0

��

// Z{2Z //

2

��

0 //

��

¨ ¨ ¨

¨ ¨ ¨ // 0 // Z{4Z 2 // Z{4Z // 0 // ¨ ¨ ¨

induces the 0 map on all homology groups, but it is not null homotopic. Indeed, the only possible homotopy

would be 0 in all degrees except one, in which it would be a map h0 : xZ{2Zy Ñ Z{4Z. The only possibilities

for h0 are the 0 map and the map of multiplication by 2, but neither works.

Lecture of November 22, 2021

4.4. Projective and Injective Resolutions.

4.4.1. Free and Projective resolutions.

Definition 4.37. Let M be an R-module. A free resolution of M is a chain complex F‚ of free R-modules

¨ ¨ ¨F3
d3
ÝÑ F2

d2
ÝÑ F1

d1
ÝÑ F0 Ñ 0 ¨ ¨ ¨

along with a map π : F0 ÑM such that the augmented complex

¨ ¨ ¨F3
d3
ÝÑ F2

d2
ÝÑ F1

d1
ÝÑ F0

π
ÝÑM Ñ 0 ¨ ¨ ¨

is exact. Similarly, a projective resolution is a complex of projective modules that satisfies the same condi-

tions.

In particular, a free or projective resolution of M is a chain complex such that HipP‚q “ 0 for i ‰ 0 and

H0pP‚q –M .

Free resolutions always exist:

Lemma 4.38. Every R-module admits a free resolution.

Proof. Let M be an R-module. There is a surjection π from a free module F0 onto M (given by mapping

a free basis of a free module to a generating set for M). Then, kerpπq Ď F0 is a module, and there is a

surjection π1 from a free module F1 onto kerpπq; let d1 : F1 Ñ F0 be the composition of π1 and the inclusion

map. Take a surjection from a free module onto kerpd1q, and continue like so. �

A free or projective resolution can be thought of as an approximation of M by free/projective modules

via a sort of inclusion/exclusion method: A crude approximation of M is a free module F0 that surjects onto

it. Such an approximation is too big, so we want to subtract the kernel of π, and we take a free module that

surjects onto the kernel for F1
d1
ÝÑ F0. But we might consider this as subtracting too much, since F1 may

properly surject onto, so be bigger than, the kernel. And so on.

They need not be unique.

Example 4.39. For a ring R, a free resolution of the free module R is 0 Ñ RÑ 0, with the map π : R
1
ÝÑ R.

We could also take 0 Ñ R

»

—

–

1

´1

fi

ffi

fl

ÝÝÝÝÑ R2 Ñ 0, with the map π : R2

„

1 1


ÝÝÝÝÝÑ R.
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Example 4.40. Let K be a field, and R “ Krx, ys be a polynomial ring over K. Take M “ R{px, yq. There

is a surjection π : R Ñ M . The kernel of π is generated by x and y, so we can take d1 : R2

„

x y


ÝÝÝÝÝÑ R.

We need to find the kernel of d1: if xf ` yg “ 0 in R, then xf “ ´yg, and since R is a UFD, we have

f “ yh, g “ ´xh for some h P R. Thus, kerpd1q “ R ¨

«

y

´x

ff

, so we can take

0 Ñ R

»

—

–

y

´x

fi

ffi

fl

ÝÝÝÝÑ R2

„

x y


ÝÝÝÝÝÑ RÑ 0

as a free resolution.

Example 4.41. Let K be a field, and R “ Krx, ys{pxyq. Take M “ R{pxq. There is a surjection π : RÑM .

The kernel of this is generated by pxq, so we can take d1 : R
x
ÝÑ R. The kernel of this consists of the elements

killed by x in R, which is pyq, so we can take d2 :
y
ÝÑ R. It’s now clear this keeps repeating:

¨ ¨ ¨ Ñ R
x
ÝÑ R

y
ÝÑ R

x
ÝÑ R

y
ÝÑ R

x
ÝÑ RÑ 0.

4.4.2. Injective resolutions.

Definition 4.42. For a ring R and R-module M , an injective resolution of M is complex of the form

¨ ¨ ¨ Ñ 0 Ñ E0 d0
ÝÑ E1 d1

ÝÑ E2 d2
ÝÑ ¨ ¨ ¨ ,

(with E0 in homological degree zero) such that each Ei is injective for all i, together with an R-map M
i
ÝÑ E0

such that the augmented sequence

0 ÑM
i
ÝÑ E0 d0

ÝÑ E1 d1
ÝÑ E2 d2

ÝÑ ¨ ¨ ¨

is an exact complex.

Remark 4.43. The notation above follows cohmological indexing , in which we write a complex

¨ ¨ ¨ ÑM2
d2
ÝÑM1

d1
ÝÑM0

d0
ÝÑM´1

d´1
ÝÝÑM´2 Ñ ¨ ¨ ¨

as

¨ ¨ ¨ Ñ N´2 d´2

ÝÝÑ N´1 d´1
ÝÝÑ N0 d0

ÝÑ N1 d1
ÝÑ N2 Ñ ¨ ¨ ¨ ,

where N i “M´i and di “ d´i.

Lecture of November 29, 2021

Injective resolutions also exist.

Proposition 4.44. Every R-module admits an injective resolution.

Proof. Given a module M , by a result above we can find an injective R-linear map j : M Ñ E0 with E0

injective. Let N “ cokerpjq “ E0{ impjq and apply this result again to obtain a injective R-module map

N Ñ E1 with E1 injective. Let E0 Ñ E1 be the composition of E0 Ñ N Ñ E1. Then we have a l.e.s

0 Ñ N Ñ E1 Ñ E2. Repeating this process (by taking the cokernel of E1 Ñ E2 and injecting it into an

injective R-module, etc.), we build a (possibly never-ending) injective resolution of M . �

Example 4.45. Let us find an injective resolution of Z as a module over itself. We have the evident

embedding Z Ñ Q and we know Q is injective since it is divisible. The cokernel is Q{Z, which is injective
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since it too is divisible. Thus

0 Ñ ZÑ QÑ Q{ZÑ 0 Ñ ¨ ¨ ¨

is an injective resolution of Z.

Example 4.46. Let’s find an injective resolution of Z{nZ as a Z-module. We have

0 Ñ Z{nZÑ Q{ZÑ E1 Ñ 0 Ñ ¨ ¨ ¨

where E1 is the quotient of Q{Z by the subgroup generated by 1{n` Z. In other words E1 “
Q

Z`Z¨ 1n
. Then

E1 is divisible and hence injective.

Definition 4.47. Let M and N be R-modules, and P‚ and Q‚ be two complexes such that Pi “ 0 and

Qi “ 0 for all i ă 0. Suppose we have maps P0
p
ÝÑ M and Q0

q
ÝÑ N . We say that a chain map f̃ : P‚ Ñ Q‚

lifts an R-module map f : M Ñ N if the diagram of complexes

P‚
f̃ //

p

��

Q‚

q

��
M

f // N

commutes. Equivalently, such a map is a lift if the diagram

¨ ¨ ¨ // P2

f̃2
��

// P1

f̃1
��

// P0

f̃0
��

p // M //

f

��

0 // ¨ ¨ ¨

¨ ¨ ¨ // Q2
// Q1

// Q0

q // M // 0 // ¨ ¨ ¨

commutes.

Similarly, in cohomological notation, if P ‚ and Q‚ be two complexes such that P i “ 0 and Qi “ 0 for all

i ă 0 and we have maps M
p
ÝÑ P 0 and N

q
ÝÑ Q0, we say that a chain map f̃ : P ‚ Ñ Q‚ lifts an R-module

map f : M Ñ N if the diagram of complexes

P ‚
f̃ // Q‚

M
f //

p

OO

N

q

OO

commutes.

Theorem 4.48. Let M and N be R-modules, f : M Ñ N an R-module homomorphism. Consider two

complexes

P‚ “ ¨ ¨ ¨ Ñ P2 Ñ P1 Ñ P0 Ñ 0 Ñ 0 Ñ ¨ ¨ ¨

Q‚ “ ¨ ¨ ¨ Ñ Q2 Ñ Q1 Ñ Q0 Ñ 0 Ñ 0 Ñ ¨ ¨ ¨

with maps P0
p
ÝÑM and Q0

q
ÝÑ N . Suppose that Pi is projective for all i and that the augmentation of Q‚,

¨ ¨ ¨ Ñ Q2 Ñ Q1 Ñ Q0
q
ÝÑ N Ñ 0 Ñ ¨ ¨ ¨ ,

is exact.

Then there is a lift f̃ : P‚ Ñ Q‚ of f . Moreover, f̃ is unique up to homotopy: if f̃ 1 : P‚ Ñ Q‚ is another

lift of f , then f̃ »htpc f̃
1.
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Proof. For existence, as illustrated below,

¨ ¨ ¨ // P2

dP2 //

f̃2

��

P1

dP1 //

f̃1

��

P0

p //

f̃0

��

M //

f

��

0

¨ ¨ ¨ // Q2

dQ2 // Q1

dQ1 // Q0

q // N // 0,

we need to construct maps f̃i : Pi Ñ Qi for i ě 0 such that qf̃0 “ fp and dQi f̃i “ f̃i´1d
P
i for i ě 1. To

construct f̃0, we merely use the definition of projective and the diagram

P0

fp

��

Df̃0

~~
Q0

q // N // 0.

Suppose we have constructed maps f̃0, . . . , f̃n for some n ě 0 so that dQi f̃i “ f̃i´1d
P
i for 1 ď i ď n. (When

n “ 0, the condition is vacuous.) Then dQn f̃nd
P
n`1 “ f̃n´1d

P
n d

P
n`1 “ 0, so impf̃nd

P
n`1q Ď ZnpQ‚q “ BnpQ‚q,

using exactness of Q‚. Use the definition of projective again with the diagram

Pn`1

f̃nd
P
n`1

��

Df̃n`1

zz
Qn`1

dQn`1 // BnpQ‚q // 0

to construct f̃n`1 such that dQn`1f̃n`1 “ f̃nd
P
n holds too. This proves existence.

Lecture of December 1, 2021

For uniqueness, suppose f̃ 1 is another such chain map. Observe that f̃ ´ f̃ 1 is a chain map from P‚ Ñ Q‚

that extends the zero map from M to N . Thus, it suffices to prove that if f̃ : P‚ Ñ Q‚ is a lift of the zero

map, then f̃ is null-homotopic. That is,

¨ ¨ ¨ // P2

dP2 //

f̃2

��

P1

dP1 //

f̃1

��

h1

~~

P0

p //

f̃0

��

h0

~~

M //

0

��

0

¨ ¨ ¨ // Q2

dQ2 // Q1

dQ1 // Q0

q // N // 0,

we need to show there are maps hi : Pi Ñ Qi`1 for i ě 0 such that dQi`1hi ` hi´1d
P
i “ f̃i for all i ě 0. (In

the latter equation, when i “ 0 we have h´1 “ 0.)

Since q ˝ f̃0 “ 0p “ 0, the image of f̃0 is contained in kerpqq “ impdQ1 q “ B0pQ‚q and so since P0 is

projective, considering the diagram

P0

f̃0
��

Dh0

{{
Q1

dQ1 // B0pQ‚q // 0.

there is a map h0 : P0 Ñ Q1 such that dQ1 ˝ h0 “ g0 as needed.
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We will proceed inductively again. When we separate out the “new part” in the null-homotopy equation,

we get dQn`1hn “ f̃n ´ hn´1d
P
n , so we want to use the projective lifting property to the map on the right;

to do that, it should be in the image of the differential through which we want to lift it. Hence, we will be

interested in showing that the image such a map consists of boundaries.

So, as part of the base case of our induction, we observe that

dQ1 pf̃1 ´ h0d
P
1 q “ dQ1 f̃1 ´ d

Q
1 h0d

P
1 “ f̃0d

P
1 ´ d

Q
1 h0d

P
1 “ dQ1 h0d

P
1 ´ d

Q
1 h0d

P
1 “ 0,

so impf̃1 ´ h0d
P
1 q Ď Z1pQ‚q “ B1pQ‚q.

Suppose maps h0, . . . , hn have been constructed for some n ě 0 with dQn`1hn ` hn´1d
P
n “ f̃n, and that

impf̃n`1 ´ hnd
P
n`1q Ď Bn`1pQ‚q.

Since Pn`1 is projective, considering the diagram

Pn`1

f̃n`1´hnd
P
n`1

��

Dhn`1

yy
Qn`2

dQn`2// Bn`1pQ‚q // 0,

there is a map hn`1 : Pn`1 Ñ Qn`2 such that dQn`2 ˝ hn`1 “ f̃n`1 ´ hnd
P
n`1. Then

dQn`2pf̃n`2 ´ hn`1d
P
n`2q “ f̃n`1d

P
n`2 ´ d

Q
n`2hn`1d

P
n`2 “ pf̃n`1 ´ d

Q
n`2hn`1qd

P
n`2 “ hnd

P
n`1d

P
n`2 “ 0.

Again using exactness of Q‚, we see that impf̃n`2 ´ hn`1d
P
n`2q Ď Bn`2pQ‚q. Thus, by induction, we can

construct such a map h. �

Definition 4.49. Given two chain complexes pM‚, dq and pN‚, dq, a chain map f : M‚ Ñ N‚ is called

a homotopy equivalence, written f : M‚
»
ÝÑ N‚, if there is a chain map g : N‚ Ñ M‚ such that both

compositions are homotopic to the identity map: f ˝ g »htpc idN and g ˝ f »htpc idM .

Remark 4.50. If f : M‚ Ñ N‚ is a homotopy equivalence, then f is a quasi-isomorphism. Indeed, using

Proposition 4.35 we see that Hipfq˝Hipgq “ Hipf ˝gq “ HipidN q “ idHipM‚q and Hipgq˝Hipfq “ Hipg˝fq “

HipidM q “ idHipN‚q.

Example 4.51. Let M be an R-module and let

¨ ¨ ¨ Ñ P2 Ñ P1 Ñ P0 Ñ 0 Ñ ¨ ¨ ¨

along with π : P0 � M form a projective resolution of M . We may interpret this as an example of a

quasi-isomorphism: The map π induces a chain map

π : P‚ ÑM r0s

which is the map π in degree 0 and (necessarily) the zero map in all other degrees. (By abuse of notation,

we call the chain map π too.) Here is a picture of the chain map π:

¨ ¨ ¨ // P2
//

��

P1
//

��

P0
//

��

0 //

��

¨ ¨ ¨

¨ ¨ ¨ // 0 // 0 // M // 0 // ¨ ¨ ¨ .
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On homology we have HipP‚q “ 0 for all i ‰ 0 and HipM r0sq “ 0 for all i ‰ 0, so that Hipπq is an

isomorphism, vacuouly, for all i ‰ 0. In degree 0, the map

H0pπq : H0pP‚q Ñ H0pMq

is the isomorphism π : cokerpd0q “ P0{ impd0q “ P0{ kerpπq
–
ÝÑ M induced by π. So π is indeed a quasi-

isomorphism.

However, I clam that π is not a homotopy equivalence in general. If it were, there would be a chain map

g : M Ñ P‚ such that π ˝ g »htpc idM (and also for the other composition). Note that the chain map g is

really just a map g0 : M Ñ P0. Let h be a homotopy realizing π ˝ g »htpc idM . Since M “ M r0s is only

nonzero in degree 0, h has to be the zero map. It follows that π ˝ g “ idM and hence the composition

M
g0
ÝÑ P0

π
ÝÑM

is the identity. That is, M is isomorphic to a summand of P0 and hence M itself is projective. But, of course

M is an arbitrary module so it need not be projective.

Corollary 4.52. Any two projective resolutions of the same module are homotopy equivalent: if p : C‚
„
ÝÑM

and q : Q‚
„
ÝÑ M are two projective resolutions of a module M , then there is a homotopy equivalence

g : P‚
»
ÝÑ Q‚ such that the triangle diagram of chain complexes

P‚
p

„   
g»

��

M

Q‚

q

„

>>

commutes. (Equvialently, g is a lift of the identity map on M .) Moreover, g is unique up to homotopy.

Proof. Applying the previous result to the identity map on M gives a chain map g : P‚ Ñ Q‚ such that

q ˝ g “ p. Moreover, g is unique up to homotopy by the uniqueness clause of the previous result.

By interchanging the roles of P‚ and Q‚ we get a chain map f : Q‚ Ñ P‚ such that p ˝ f “ q. The

composition f ˝ g is a chain endomorphism of P‚ such that p ˝ f ˝ g “ p. Since we also have p ˝ idP‚ “ p, the

uniqueness clause of the previous result gives that f ˝ g is homotopic to idC‚ . Similarly, g ˝ f is homotopic

to idQ‚ . �

I’ll skip the proof of the following two statements. Both the statements and the proofs are given by

flipping the orientation of all the arrows involved in the previous two statements and proofs.

Theorem 4.53. Let M and N be R-modules, f : M Ñ N an R-module homomorphism, and i : M
„
ÝÑ E‚

and j : N
„
ÝÑ F ‚ injective resolutions. Then there is a lift f̃ : E‚ Ñ F ‚ of f , and such a lift is unique up to

homotopy.

Corollary 4.54. Any two injective resolutions of the same module are homotopy equivalent via a chain map

that is unique up to homotopy.

Optional Exercise 4.55. If g is a homotopy equivalence, and F is an additive covariant functor, then F pgq

is a homotopy equivalence.
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4.5. Derived functors.

Definition 4.56. Let R and S be rings and F : R´Mod Ñ S ´Mod be a right exact covariant functor.

For each j ě 0, we define a functor LjF : R´Mod Ñ S ´Mod as follows:

For every R-module fix a projective resolution PM‚
pM
ÝÝÑ M , and for every R-module homomorphism

f : M Ñ N , fix a chain map f̃ : PM‚ Ñ PN‚ lifting f .

‚ On objects, for an R-module M , we set LjF pMq :“ HjpF pP‚qq.

‚ On morphisms, for f : M Ñ N , we set LjF pfq :“ HjpF pf̃qq.

We call LjF the jth left derived functor of F .

Lecture of December 3, 2021

In fact, this definition is not well defined! However, it is well-defined up to natural isomorphism, and we

follow the standard abuse of notation by calling it “the” derived functor rather than “a” derived functor.

Proposition 4.57. Let R and S be rings and F : R´Mod Ñ S´Mod be a right exact covariant functor.

The functor LjF is well-defined up to natural isomorphism; i.e., for two choices of projective resolutions and

lifts of maps, there is a natural isomorphism between the functors resulting from the definition.

Proof. For every R-module fix two projective resolutions PM‚
pM
ÝÝÑ M and QM‚

qM
ÝÝÑ M , and for every

R-module homomorphism f : M Ñ N , fix chain maps f̃ : PM‚ Ñ PN‚ and f̃ 1 : QM‚ Ñ QN‚ lifting f . Set

LjF pMq :“ HjpF pP
M
‚ qq with LjF pfq :“ HjpF pf̃qq and L1jF pMq :“ HjpF pQ

M
‚ qq with L1jF pfq :“ HjpF pf̃

1qq.

For any module M , there is a homotopy equivalence gM : PM‚
»htpc
ÝÝÝÑ QM‚ that lifts the identity map on

M . Then F peM q : F pPM‚ q Ñ F pQM‚ q is a homotopy equivalence, and hence a quasi-isomorphism; i.e., we

define our natural isomorphism η via ηM “ HjpF peM qq.

Let f : M Ñ N be a morphism. We need to show that the square

LjF pMq
LjF pfq//

ηM

��

LjF pNq

ηN

��
L1jF pMq

L1jF pfq// L1jF pNq

commutes. To do so, consider the square of chain maps:

PM‚
f̃ //

eM

��

PN‚

eN

��
QM‚

f̃ 1 // QN‚ .

This does not necessarily commute, but f̃ 1 ˝ gM and gN ˝ f̃ both lift f : since

PM‚
gM //

pM

��

QM‚
f̃ 1 //

qM

��

// QN‚

qN

��
M

1M // M
f // N

commutes, we have that f̃ 1 ˝ gM lifts f , and similarly for the other composition. By homotopy uniqueness

of lifts for projective resolutions, we have f̃ 1 ˝ eM »htpc eN ˝ f̃ . Since additive functors preserve homotopies,
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we have F pf̃ 1 ˝ eM q »htpc F peN ˝ f̃q Homotopic maps induce the same map on homology, so we have

HjpF pf̃
1qq ˝HjpF peM qq “ HjpF pf̃

1 ˝ eM qq “ HjpF peN ˝ f̃qq “ HjpF peN qq ˝HjpF pf̃qq.

This is exactly the commutativity of the square. �

Optional Exercise 4.58. Let R and S be rings and F : R´Mod Ñ S ´Mod be a right exact covariant

functor. Then LjF is additive.

Here is the key example of a left derived functor.

4.5.1. The Tor functor.

Definition 4.59. For a ring R, right R-module N and left R-module M , we define

TorRj pN,Mq :“ LjpN bR ´qpMq

to be the j-th left derived functor of the functor N bR ´ : R´Mod Ñ Ab. So, for each j, TorRj pN,Mq is

an abelian group. When R is commutative, N bR ´ can be viewed as taking values in R´Mod and hence

TorRj pN,Mq is an R-module; analogously when N is a bimodule.

Explicitly,

TorRj pN,Mq “ Hjp¨ ¨ ¨
idNbd3
ÝÝÝÝÝÑ N bR P2

idNbd2
ÝÝÝÝÝÑ N bR P1

idNbd1
ÝÝÝÝÝÑ N bR P0 Ñ 0 Ñ ¨ ¨ ¨ q

where P‚
„
ÝÑM is a projective resolution of M .

Lecture of December 6, 2021

Example 4.60. Let’s compute TorZj pN,Z{nZq for any Z-module N and integers n ě 1, and j.

We have the projective resolution ¨ ¨ ¨ Ñ 0 Ñ Z n
ÝÑ ZpÑ Z{nZq Ñ 0 of Z{nZ and so TorRj pN,Z{nZq is the

homology of the complex

¨ ¨ ¨ 0 Ñ N bZ Z
idNbn
ÝÝÝÝÑ N bZ ZÑ 0

(where the two nonzero terms lie in degrees 0 and 1). This complex is isomorphic to the complex

¨ ¨ ¨ 0 Ñ N
n
ÝÑ N Ñ 0

and hence

TorR0 pN,Z{nZq – N{nN – N bZ Z{nZ,

TorR1 pN,Z{nZq – kerpN
n
ÝÑ Nq “ tx P N | n ¨ x “ 0u,

and

TorRj pN,Z{nZq “ LjF pZ{nZq “ 0

for all j R t0, 1u.

Note that TorR1 pN,Z{nZq is the n-torsion submodule of N — this explains the notation Tor.

Example 4.61. Let R “ krx, ys for a field k and let M be an R-module. Let’s compute TorR˚ pM,R{px, yqq.

The kernel of the canonical surjection R� R{px, yq is the ideal px, yq and from before we saw how to resolve

px, yq freely. This gives the resolution

¨ ¨ ¨ Ñ 0 Ñ R

»

—

–

´y

x

fi

ffi

fl

ÝÝÝÝÑ R2

„

x y


ÝÝÝÝÝÑ RÑ R{px, yq Ñ 0.
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It follows that TorR˚ pM,R{px, yqq is the homology of the complex

¨ ¨ ¨ Ñ 0 ÑM

»

—

–

´y

x

fi

ffi

fl

ÝÝÝÝÑM‘2

„

x y


ÝÝÝÝÝÑM Ñ 0 Ñ ¨ ¨ ¨ .

So TorR2 pM,R{px, yqq “ tm PM | xm “ 0 “ ymu. The module TorR1 pM,R{px, yqq is a bit more complicated:

It consists of pairs pm,nq in M ‘M such that xm ` yn “ 0, modulo the “obvious” pairs that satisfy this

condition, namely those of the form p´yt, xtq for some t PM .

Returning to the general situation of a right exact covariant functor F , let’s compute a “formula” for the

0th left derived functor L0F pMq.

Proposition 4.62. For any covariant right exact functor F and R-module M , there is a natural isomorphism

L0F pMq – F pMq

In particular,

TorR0 pN,Mq – N bRM

for all right R-modules N and left R-modules M .

Proof. Let P‚
„
ÝÑM be a projective resolution for M . Since P1

d1
ÝÑ P0

p
ÝÑM Ñ 0 is right exact, so is

F pP1q
F pd1q
ÝÝÝÝÑ F pP0q

F ppq
ÝÝÝÑ F pMq Ñ 0.

The homology in degree 0 of F pP‚q is the cokernel of F pP1q
F pd1q
ÝÝÝÝÑ F pP0q, which is isomorphic to F pMq via

H0pF ppqq.

The check of naturality is left as an exercise. �

The following proposition is a first justification of the idea that derived functors measure the failure of

exactness.

Proposition 4.63. If F is an exact covariant functor, then LiF ” 0 for all i ą 0.

Proof. If P‚ is a projective resolution of a moduleM , then P‚
p
ÝÑM Ñ 0 is exact, and so is F pP‚q

F ppq
ÝÝÝÑ F pMq.

Thus, HipF pP‚qq – 0 for i ą 0. �

A large part of the magic of Tor comes from the following fact, called balancedness of Tor. For every

R-module M , there is a right exact functor

´bRM : Rop ´Mod Ñ Ab.

We can take the left derived functors of this; let’s say

Tor1
R
i p´,Mq :“ Lip´ bRMq.

Then Balancedness of Tor states that for every right R-module N and every left R-module M , there is an

isomorphism TorRi pN,Mq – Tor1
R
i pN,Mq. Concretely, if P‚ is a projective resolution of M and Q‚ is a

projective resolution of N , then

HipP‚ bR Nq – HipM bR Q‚q.

Maybe we’ll prove this later if we have time.
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4.5.2. Right derived functors.

Definition 4.64. Let R and S be rings and F : R ´Mod Ñ S ´Mod be a left exact covariant functor.

For each j ě 0, we define a functor RjF : R´Mod Ñ S ´Mod as follows:

For every R-module fix an injective resolution M
εM
ÝÝÑ E‚M , and for every R-module homomorphism

f : M Ñ N , fix a chain map f̃ : E‚M Ñ E‚N lifting f .

‚ On objects, for an R-module M , we set RjF pMq :“ HjpF pE‚M qq.

‚ On morphisms, for f : M Ñ N , we set RjF pfq :“ HjpF pf̃qq.

We call RjF the jth right derived functor of F .

Definition 4.65. Let R and S be rings and G : R´Mod Ñ S´Mod be a left exact contravariant functor.

Recall that such a functor turns right exact sequences into left exact sequences. For each j ě 0, we define a

functor RjG : R´Mod Ñ S ´Mod as follows:

For every R-module fix a projective resolution PM‚
pM
ÝÝÑ M , and for every R-module homomorphism

f : M Ñ N , fix a chain map f̃ : PM‚ Ñ PN‚ lifting f .

‚ On objects, for an R-module M , we set RjGpMq :“ HjpGpPM‚ qq.

‚ On morphisms, for f : M Ñ N , we set RjGpfq :“ HjpGpf̃qq.

We call RjG the jth right derived functor of F .

The following summarizes properties analogous to those worked out carefully above for right exact covari-

ant functors:

Proposition 4.66. Let R, S, F , and G be as in the definitions above.

‚ The functors RiF and RiG are well-defined up to natural isomorphism.

‚ We have canonical isomorphisms R0F pMq – F pMq and R0GpMq – GpMq.

‚ If F or G is exact, Rą0F ” 0 or Rą0G ” 0, respectively.

4.5.3. The Ext functor.

Definition 4.67. For a pair of left R-modules M and N , we define

ExtjRpM,´qI “ RjHomRpM,´q

and

ExtjRp´, Nq
II “ RjHomRp´, Nq.

Both ExtjRpM,NqI and ExtjRpM,NqII are abelian groups in general and R-modules when R is commutative.

There is a balancedness statement for Ext as well: for every pair of R-modules M and N , ExtjRpM,NqI –

ExtjRpM,NqII . Then one just writes

ExtjRpM,Nq :“ ExtjRpM,NqI “ ExtjRpM,NqII .

For now we’ll keep the superscripts.

Lecture of December 8, 2021

Example 4.68. Let’s compute Ext˚ZpZ{mZ,Z{nZqI and Ext˚ZpZ{mZ,Z{nZqII .
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For the latter, we start with the free resolution ¨ ¨ ¨ 0 Ñ Z m
ÝÑ ZpÑ Z{mZq Ñ 0 of Z{m and apply

HomZp´,Z{nZq to obtain

¨ ¨ ¨ Ð 0 Ð HomZpZ,Z{nZq
m
ÐÝ HomZpZ,Z{nZq Ð 0

which is isomorphic to

¨ ¨ ¨ Ð 0 Ð Z{nZ m
ÐÝ Z{nZÐ 0.

The two nonzero homology modules are both isomorphic to Z{gZ where g “ gcdpm,nq. So

ExtiZpZ{mZ,Z{nZqII –

$

&

%

Z{gZ i “ 0, 1

0 i ě 2.

For the former, we will use the following fact: For any integer j there is a short exact sequence

0 Ñ Z{jZ 1 ÞÑ1{n
ÝÝÝÝÑ Q{Z j

ÝÑ Q{ZÑ 0.

This holds since Q{Z is divisible and the kernel of multiplication by j is t ij | 0 ď i ď j ´ 1u, which is

generated by 1{n.

In particular, we have an injective resolution

0 Ñ Z{nZÑ Q{Z n
ÝÑ Q{ZÑ 0 Ñ ¨ ¨ ¨

of Z{nZ. Applying HomZpZ{mZ,´q gives

0 Ñ HomZpZ{mZ,Q{Zq
n
ÝÑ HomZpZ{mZ,Q{Zq Ñ 0 Ñ ¨ ¨ ¨ .

Now, the only elements of Q{Z have have order a multiple of m are the elements j
m ` Z for 0 ď j ă m, and

they form a cyclic subgroup of order m. It follows that

HomZpZ{mZ,Q{Zq – HomZpZ{mZ,Z{mZq – Z{mZ

and that the previous complex is isomorphic to

¨ ¨ ¨ Ñ 0 Ñ Z{mZ n
ÝÑ Z{mZÑ 0 Ñ ¨ ¨ ¨

This gives

ExtiZpZ{mZ,Z{nZqI –

$

&

%

Z{gZ i “ 0, 1

0 i ě 2.

4.6. Long exact sequence of a derived functor. Our next goal is to explain how we can use derived

functors to extend a left exact or right exact sequence obtained from a functor into a long exact sequence.

The technical ingredient we need is a method to lift short exact sequences to resolutions.

Lemma 4.69. Let

0 Ñ A
f
ÝÑ B

g
ÝÑ C Ñ 0

be a short exact sequence.

Then there exist projective resolutions PA‚ Ñ A, PB‚ Ñ B, PC‚ Ñ C and lifts PA‚
f̃
ÝÑ PB‚ , PB‚

g̃
ÝÑ PC‚ such

that

0 Ñ PAi
f̃i
ÝÑ PBi

g̃i
ÝÑ PCi Ñ 0

is exact for all i.
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Likewise, there exist injective resolutions A Ñ E‚A, B Ñ E‚B, C Ñ E‚C and lifts E‚A
f̃
ÝÑ E‚B, E‚B

g̃
ÝÑ E‚C

such that

0 Ñ EiA
f̃i
ÝÑ EiB

g̃i
ÝÑ EiC Ñ 0

is exact for all i.

Proof. Start with any projective resolutions for A and C, PA‚ Ñ A and PC‚ Ñ C. For all i, set PBi :“ PAi ‘P
C
i

for all i, f̃i : PAi Ñ PAi ‘ PCi to be the inclusion map, and g̃i : PAi ‘ PCi Ñ PCi to be the projection map.

Clearly

0 Ñ PAi
f̃i
ÝÑ PBi

g̃i
ÝÑ PCi Ñ 0

is exact for all i.

We need to construct differentials (including an augmentation) on PBi that make PBi Ñ B an exact

complex and f̃ and g̃ chain maps. Since PC0 is projective and g : B Ñ C is surjective, we can lift

0 // PA0
f̃0 //

pA

��

PB0
g̃0 // PC0 //

pC

��

γ

}}

0

0 // A
f // B

g // C // 0,

so gγ “ pC . Set pB : PB0 p“ PA0 ‘ P
C
0 q Ñ B to be fpA ‘ γ.

Then the diagram commutes:

0 // PA0
f̃0 //

pA

��

PB0
g̃0 //

pB

��

PC0 //

pC

��

0

0 // A
f // B

g // C // 0;

the left square is clear, and for the right

pC g̃0pu,wq “ pCpwq “ gγpwq; gpbpu,wq “ gpfpApuq ` γpwqq “ gγpwq.

By the Snake Lemma,

cokerppAq Ñ cokerppBq Ñ cokerppCq Ñ 0

is exact, so pB is surjective. Also,

0 Ñ kerppAq Ñ kerppBq Ñ kerppCq Ñ cokerpAq

is exact, so

0 Ñ kerppAq Ñ kerppBq Ñ kerppCq Ñ 0

is.

We can now proceed inductively on i (precisely, that we have constructed dB1 , . . . , d
B
i such thatHjpP

B
‚ q “ 0

for i “ 0, . . . , i, the maps f̃ and g̃ are chain maps up through the ith spot, and that the ith induced maps

on cycles also form a short exact sequence), at each step applying essentially the previous case to

0 // PAi`1

f̃i`1 //

dAi`1

��

PBi`1

g̃i`1 // PCi`1
//

dCi`1

��

0

0 // ZipPA‚ q
f̃i // ZipPB‚ q

g̃i // ZipPC‚ q // 0.
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The injective case is similar. �

Theorem 4.70. Let

0 Ñ A
f
ÝÑ B

g
ÝÑ C Ñ 0

be a short exact sequence.

(1) Let F : R´Mod Ñ S´Mod be a covariant right exact functor. Then there is a long exact sequence

¨ ¨ ¨ Ñ LiF pAq
LiF pfq
ÝÝÝÝÑ LiF pBq

LiF pgq
ÝÝÝÝÑ LiF pCq

Bi
ÝÑ Li´1F pAq Ñ ¨ ¨ ¨ Ñ L1F pCq

B1
ÝÑ F pAq

F pfq
ÝÝÝÑ F pBq

F pgq
ÝÝÝÑ F pCq Ñ 0.

(2) Let F : R´Mod Ñ S ´Mod be a covariant left exact functor. Then there is a long exact sequence

0 Ñ F pAq
F pfq
ÝÝÝÑ F pBq

F pgq
ÝÝÝÑ F pCq

B1
ÝÑ R1F pAq Ñ ¨ ¨ ¨ Ñ Ri´1F pCq

Bi´1
ÝÝÝÑ RiF pAq RiF pfq

ÝÝÝÝÑ RiF pBq RiF pgq
ÝÝÝÝÑ RiF pCq Ñ ¨ ¨ ¨

(3) Let G : R ´ Mod Ñ S ´ Mod be a contravariant left exact functor. Then there is a long exact

sequence

0 Ñ GpCq
Gpgq
ÝÝÝÑ GpBq

Gpfq
ÝÝÝÑ GpAq

B1
ÝÑ R1GpCq Ñ ¨ ¨ ¨ Ñ Ri´1GpAq

Bi´1
ÝÝÝÑ RiGpCq RiGpgq

ÝÝÝÝÑ RiGpBq RiGpfq
ÝÝÝÝÑ RiGpAq Ñ ¨ ¨ ¨

Proof. For (1), take projective resolutions PA‚ Ñ A, PB‚ Ñ B, PC‚ Ñ C and lifts PA‚
f̃
ÝÑ PB‚ , PB‚

g̃
ÝÑ PC‚ such

that

0 Ñ PAi
f̃i
ÝÑ PBi

g̃i
ÝÑ PCi Ñ 0

is exact for all i. Observe that these sequences are all split exact, since PCi is projective. Then

0 Ñ F pPAi q
F pf̃i
ÝÝÝÑqF pPBi q

F pg̃iq
ÝÝÝÑ F pPCi q Ñ 0

is split exact for all i, as well. That is,

0 Ñ F pPA‚ q
F pf̃q
ÝÝÝÑ F pPB‚ q

F pg̃q
ÝÝÝÑ F pPC‚ q Ñ 0

is a short exact sequence of complexes. We obtain a long exact sequence in homology. Applying the

definitions, this is exactly the long exact sequence above.

(2) and (3) are similar. �

We apply these to Ext and Tor.

Theorem 4.71. Let

0 Ñ A
f
ÝÑ B

g
ÝÑ C Ñ 0

be a short exact sequence of R-modules.

(1) For any right R-module N , there is a long exact sequence

¨ ¨ ¨ Ñ TorRi pN,Aq
TorRi pN,fq
ÝÝÝÝÝÝÝÑTorRi pN,Bq

TorRi pN,gq
ÝÝÝÝÝÝÝÑ TorRi pN,Cq

Bi
ÝÑ TorRi´1pN,Aq Ñ ¨ ¨ ¨

¨ ¨ ¨ Ñ TorR1 pN,Cq
B1
ÝÑ N bR A

NbRf
ÝÝÝÝÑ N bR B

NbRg
ÝÝÝÝÑ N bR C Ñ 0.

(2) For any R-module M , there is a long exact sequence (thinking of Ext as ExtI)

0 ÑHomRpM,Aq
HomRpM,fq
ÝÝÝÝÝÝÝÝÑ HomRpM,Bq

HomRpM,gq
ÝÝÝÝÝÝÝÝÑ HomRpM,Cq

B1
ÝÑ Ext1

RpM,Aq Ñ ¨ ¨ ¨

¨ ¨ ¨ Ñ Exti´1
R pM,Cq

Bi´1
ÝÝÝÑ ExtiRpM,Aq

ExtiRpM,fq
ÝÝÝÝÝÝÝÑ ExtiRpM,Bq

ExtiRpM,gq
ÝÝÝÝÝÝÝÑ ExtiRpM,Cq Ñ ¨ ¨ ¨
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(3) For any R-module M , there is a long exact sequence (thinking of Ext as ExtII)

0 ÑHomRpC,Mq
HomRpg,Mq
ÝÝÝÝÝÝÝÝÑ HomRpB,Mq

HomRpf,Mq
ÝÝÝÝÝÝÝÝÑ HomRpA,Mq

B1
ÝÑ Ext1

RpC,Mq Ñ ¨ ¨ ¨

¨ ¨ ¨ Ñ Exti´1
R pA,Mq

Bi´1
ÝÝÝÑ ExtiRpC,Mq

ExtiRpg,Mq
ÝÝÝÝÝÝÝÑ ExtiRpB,Mq

ExtiRpg,Mq
ÝÝÝÝÝÝÝÑ ExtiRpA,Mq Ñ ¨ ¨ ¨

In particular, the long exact sequences give us the correction term for failure of left exactness of Tor /

right exactness of Ext: they are given by connecting maps in the corresponding long exact sequences.

Here is an application of the long exact sequence.

Proposition 4.72. Let R be a ring, and M be an R-module. The following are equivalent:

(1) M is projective.

(2) ExtiRpM,Nq “ 0 for all i ą 0 and all R-modules N .

(3) Ext1
RpM,Nq “ 0 for all i ą 0 and all R-modules N .

Proof. If M is projective, then HomRpM,´q is exact. Hence, its (nontrivial) right derived functors all vanish,

as shown above.

If Ext1
RpM,Nq “ 0 for all i ą 0, we claim that HomRpM,´q is exact. Indeed, given a short exact sequence

0 Ñ A
f
ÝÑ B

g
ÝÑ C Ñ 0

the long exact sequence of ExtiRpM,´q starts

0 Ñ HomRpM,Aq
HomRpM,fq
ÝÝÝÝÝÝÝÝÑ HomRpM,Bq

HomRpM,gq
ÝÝÝÝÝÝÝÝÑ HomRpM,Cq Ñ Ext1

RpM,Aq Ñ ¨ ¨ ¨ .

By assumption, we then have that

0 Ñ HomRpM,Aq
HomRpM,fq
ÝÝÝÝÝÝÝÝÑ HomRpM,Bq

HomRpM,gq
ÝÝÝÝÝÝÝÝÑ HomRpM,Cq Ñ 0

is exact. Thus, HomRpM,´q is an exact functor, and M is projective. �

Remark 4.73. In this argument, we showed that M is projective if and only if Extą0
pM,NqI ” 0 for all N ;

no balancing of Ext was used. Note that if M is projective, we clearly also have Extą0
pM,NqII ” 0 for all

N , since we can take a projective resolution for M that only lives in degree 0.

Lecture of December 10, 2021

Similarly,

Proposition 4.74. Let R be a ring, and M be an R-module. The following are equivalent:

(1) N is injective.

(2) ExtiRpM,Nq “ 0 for all i ą 0 and all R-modules M .

(3) Ext1
RpM,Nq “ 0 for all i ą 0 and all R-modules M .

Here is a slightly more subtle fact.

Proposition 4.75. Let L and N be R-modules. If Ext1
RpN,Lq “ 0 then every short exact sequence of the

form

X‚ : 0 Ñ L
f
ÝÑM

g
ÝÑ N Ñ 0

splits.

Proof. Recall that X‚ splits if and only if there is some q : M Ñ L such that qf “ 1L; equivalently,

1L P impHomRpf, Lqq. Consider the long exact sequence of ExtiRp´, Lq:

0 Ñ HomRpN,Lq
HomRpg,Lq
ÝÝÝÝÝÝÝÑ HomRpM,Lq

HomRpf,Lq
ÝÝÝÝÝÝÝÑ HomRpL,Lq

B
ÝÑ Ext1

RpN,Lq Ñ ¨ ¨ ¨ .
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From the assumption, we have B “ 0, so HomRpf, Lq is surjective, and the claim follows. �

4.7. Balancing Tor and Ext. Our last goal is to balance Tor and Ext. We’ll just deal with Ext, but Tor

is similar.

Definition 4.76. Given a module M and a projective resolution P‚ Ñ M , we denote by ΩipMq the i ´ 1

module of cycles of the exact complex (augmented resolution)

¨ ¨ ¨ Ñ P2 Ñ P1 Ñ P0 ÑM Ñ 0.

We call this the ith syzygy module of M .

The modules ΩipMq depend on the choice of projective resolution (but there is a uniqueness type statement

given by Schanuel’s Lemma). Note that Ω0pMq “M and that for all i ě 0 we have a short exact sequence

0 Ñ Ωi`1pMq Ñ Pi Ñ ΩipMq Ñ 0.

Similarly, given an injective resolution M Ñ E‚, we define the cosyzygy modules ΩipMq , and have

Ω0pMq “M and

0 Ñ ΩipMq Ñ Ei Ñ Ωi`1pMq Ñ 0.

Lemma 4.77. (1) Let F be a right exact covariant functor. Then for all i ě 0 and all j ą 0 there are

isomorphisms

LjF pΩi`1pMqq – Lj`1F pΩipMqq.

Hence, LkF pMq – L1F pΩk´1pMqq for all k ą 0.

(2) Let F be a left exact covariant functor. Then for all i ě 0 and j ą 0 there are isomorphisms

RjF pΩi`1pMqq – Rj`1F pΩipMqq.

Hence RkF pMq – R1F pΩk´1Mq for all k ą 0.

(3) Let G be a left exact contravariant functor. Then for all i ě 0 and j ą 0 there are isomorphisms

RjGpΩi`1pMqq – Rj`1GpΩipMqq.

Hence RkGpMq – R1GpΩk´1Mq for all k ą 0.

Proof. Take the long exact sequence of LjF from the short exact sequence above. We get

¨ ¨ ¨Lj`1F pPiq Ñ Lj`1ΩipMq Ñ LjΩi`1pMq Ñ LjF pPiq Ñ ¨ ¨ ¨ .

For j ą 0, we have LjF pPiq “ 0 since Pi is projective (so it is a projective resolution of itself). The

isomorphisms follow.

The other cases are similar. �
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Lemma 4.78. Given a commutative diagram with each row and column exact of the form

0

��

0

��

0

��
0 // L1 //

��

M 1 a //

��

N 1 //

��

cokerpaq

0 // L //

b
��

M //

��

N //

d
��

0

0 // L2 //

��

M2 c //

��

N2 //

��

cokerpcq

cokerpbq 0 cokerpdq

we have cokerpaq – cokerpbq and cokerpcq “ cokerpdq.

Proof. Since M surjects onto N and onto M2, we have

impcq “ impM ÑM2 Ñ N2q “ impM Ñ N Ñ N2q “ impdq,

so cokerpcq “ cokerpdq.

We can apply the Snake Lemma to the bottom two rows to get

M 1 aÝÑ N 1 Ñ cokerpbq Ñ 0

exact, so cokerpcq – cokerpbq. �

Theorem 4.79. Let M,N be R-modules. Then ExtnRpM,NqI – ExtnRpM,NqII . (I.e., RnHomRpM,´qpNq –

RnpHomRp´, NqpMq).

Proof. For n “ 0, we have HomRpM,Nq for both sides.

Fix a projective resolutions P‚ ÑM and injective resolution Q‚ Ñ N . We have the short exact sequences

0 Ñ Ωi`1pMq
α
ÝÑ Pi

β
ÝÑ ΩipMq Ñ 0

for all i ě 0. Apply HomRp´, E
jq yields a short exact sequence

0 Ñ HomRpΩipMq, E
jq

β˚

ÝÝÑ HomRpPi, E
jq

α˚
ÝÝÑ HomRpΩi`1pMq, E

jq Ñ 0.

From the functor HomRp´,Ω
jpNqq we get the long exact sequence

0 Ñ HomRpΩipMq,Ω
jpNqq

β˚

ÝÝÑ HomRpPi,Ω
jpNqq

α˚
ÝÝÑ HomRpΩi`1pMq,Ω

jpNqq

Ñ Ext1
RpΩipMq,Ω

jpNqq Ñ Ext1
RpPi,Ω

jpNqq Ñ ¨ ¨ ¨ .

Note that the last term is zero, since Pi is projective.

Now, we also have the short exact sequences

0 Ñ ΩjpNq
γ
ÝÑ Ej

ζ
ÝÑ Ωj`1pNq Ñ 0,

which yield short exact sequences

0 Ñ HomRpPi,Ω
jpNqq

γ˚
ÝÝÑ HomRpPi, E

jq
ζ˚
ÝÑ HomRpPi,Ω

j`1pNqq Ñ 0
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and long exact sequences

0 Ñ HomRpΩipMq,Ω
jpNqq

γ˚
ÝÝÑ HomRpΩipMq, E

jq
ζ˚
ÝÑ HomRpΩipMq,Ω

j`1pNqq

Ñ Ext1
RpΩipMq,Ω

jpNqq Ñ Ext1
RpΩipMq, E

jq Ñ ¨ ¨ ¨ .

Again, the last term here is zero.

Thus, there is a diagram with exact rows and columns:

0

��

0

��

0

��
0 // HomRpΩipMq,ΩjpNqq

β˚ //

γ˚��

HomRpPi,Ω
j
pNqq

α˚ //

γ˚��

HomRpΩi`1pMq,ΩjpNqq //

γ˚��

Ext1
RpΩipMq,ΩjpNqq

II // 0

0 // HomRpΩipMq, Ej
q

β˚ //

ζ˚��

HomRpPi, E
j
q

α˚ //

ζ˚��

HomRpΩi`1pMq, Ej
q //

ζ˚��

0

0 // HomRpΩipMq,Ωj`1
pNqq

β˚ //

��

HomRpPi,Ω
j`1

pNqq
α˚ //

��

HomRpΩi`1pMq,Ωj`1
pNqq //

��

Ext1
RpΩipMq,Ωj`1

pNqq
II // 0

Ext1
RpΩipMq,ΩjpNqq

I

��

0 Ext1
RpΩi`1pMq,ΩjpNqq

I

��
0 0

Furthermore, this diagram commutes, as in each square the two maps are given by precomposing and

postcomposing by the same pair of maps.

From the lemma, we see immediately that

Ext1
RpΩipMq,Ω

jpNqqI – Ext1
RpΩipMq,Ω

jpNqqII ,

so taking i “ j “ 0, we have

Ext1
RpM,NqI – Ext1

RpM,NqII .

We also have

Ext1
RpΩi`1pMq,Ω

jpNqqI – Ext1
RpΩipMq,Ω

j`1pNqqII ,

so combined with the previous isomorphism,

Ext1
RpΩi`1pMq,Ω

jpNqqI – Ext1
RpΩipMq,Ω

j`1pNqqI ,

and inductively

Ext1
RpΩn´1pMq,Ω

0pNqqI – Ext1
RpΩ0pMq,Ω

n´1pNqqI

for all n. Thus,

ExtnRpM,NqI – Ext1
RpΩn´1pMq,Ω

0pNqqI – Ext1
RpΩ0pMq,Ω

n´1pNqqI

– Ext1
RpΩ0pMq,Ω

n´1pNqqII – ExtnRpM,NqII .

Thus, the isomorphism holds for all n. �
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