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Koherentne kofiguracije (istraživanja permutacijskih grupa, 1970-e)
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D. G. Higman, Coherent configurations. II. Weights, Geometriae Dedicata
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V. Krčadinac Asocijacijske sheme 2023./24. 16 / 36
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V. Krčadinac Asocijacijske sheme 2023./24. 19 / 36



Što je asocijacijska shema?

Coherent configurations

A. E. Brouwer

Abstract

Definition and a few examples.

0.1 Relations

A coherent configuration is a finite set X (of points) together with a collection
R = {Ri | i ∈ I} of nonempty binary relations on X, satisfying the following
four conditions:

(i) R is a partition of X × X, that is, any ordered pair of points is in a
unique relation Ri.

(ii) There is a subset H of the index set I such that {Rh | h ∈ H} is a
partition of the diagonal {(x, x) | x ∈ X}.

(iii) For each Ri, its converse {(y, x) | (x, y) ∈ Ri} is also one of the relations
in R, say, Ri′ .

(iv) For i, j, k ∈ I and (x, y) ∈ Rk, the number of z ∈ X such that (x, z) ∈ Ri

and (z, y) ∈ Rj is a constant pkij that does not depend on the choice of x, y.

Coherent configurations were introduced by Higman in order to ‘do group theory
without groups’, see example (ii) below.

The number |I| of relations is called the rank of the coherent configuration.

From (ii) we get a partition of X into sets Xh (h ∈ H) called fibers, defined by
Rh = {(x, x) | x ∈ Xh} for h ∈ H. It follows from (iv) that for any i ∈ I we
have Ri ⊆ Xs×Xt for certain fibers Xs, Xt. Consequently, any subset H0 of H
determines a sub-cc with point set

⋃
h∈H0

Xh.

0.2 Matrices

Let Ai be the adjacency matrix of Ri, defined by (Ai)xy = 1 if (x, y) ∈ Ri and
(Ai)xy = 0 otherwise. In terms of the Ai the above definition becomes: The Ai

(i ∈ I) are nonzero 0-1 matrices with rows and columns indexed by X such that
(i)
∑

i∈I Ai = J , where J is the all-1 matrix.
(ii)

∑
h∈H Ah = I, where I is the identity matrix.

(iii) (Ai)
> = Ai′ for i ∈ I.

(iv) AiAj =
∑

k p
k
ijAk.

0.3 The adjacency algebra

By (iv) above, the matrices Ai form the basis for an |I|-dimensional algebra A
(over an arbitrary field F ) called the (F -)adjacency algebra. The algebra A is
closed for both matrix multiplication and Hadamard (entrywise) multiplication.

1
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0 1 1 2 2 3 3 4 4
1 0 1 3 4 2 4 2 3
1 1 0 4 3 4 2 3 2
2 3 4 0 3 2 1 1 4
2 4 3 3 0 1 2 4 1
3 2 4 2 1 0 4 3 1
3 4 2 1 2 4 0 1 3
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Chris Godsil

your list of references, just to find that they can go no further. (In fact I see
little point adding items such as “J. Blake, personal communication” to the
list of references.)

Other Stuff

There are many annoying little questions that arise about details of format
(should I have space around this dash?,. . . ). These can often be resolved by
using a well-written paper as a model. The Chicago Manual of Style [1], or
an equivalent, is a useful ultimate authority.

Some authors provide a final section where questions and conjectures
raised by the work are discussed. This is an excellent idea. I do not feel
there is any need for a formal summary of results at the end of the paper,
as is the practice in some other areas of science. If the paper is well-written
and has a good introduction, this should not be necessary.

5 By-Laws

1. Your overriding aim must be to make the reader’s task as easy as possible.
There may often be a choice between your convenience and the reader’s;
the reader’s should come first every time.

2. Plan: There is a chess proverb “Even a bad plan is better than no plan”.
It applies to writing papers. In fact it applies to most things in life, but
I digress.

3. You are not obliged to put down everything you know about your topic
in the paper.

4. Use the layout of your paper to indicate the logical structure. The divi-
sions into sections, paragraphs, etc. should be a reflection of the underlying
logic (and not reveal its lack).

5. Keep the statements of your main results free from notation, and as clear
as possible. Some readers will attempt to skim your main sections, us-
ing the statements of your main results as sign posts. Never include a
definition in the statement of a theorem.

6. Do not invent notation.

5
7. Do not invent notation.

8. Well, you are only human, and you have this absolutely wonderful nota-
tional improvement, which must be released at once on an unsuspecting
world. You should at least check that there is not a term already in use.
If there is then you should use it instead. No one has ever gained even
temporary fame in mathematics by introducing a new system of notation.
You should also try to avoid the trap of believing that the notation used
in your graduate school is the universal standard.

9. Cuteness is only tolerable in small children. This applies particularly to
your choice of notation.

10. It is better to be generalized than to generalize. This is Erdős’s
law. Generality obtained at the expense of clarity is not worth the price.

11. Defer, defer. . . (W. S. Gilbert [2]) If you are writing a section and
are not sure whether to include a particular lemma or definition at a
given point, leave it till later. If the same question arises later, defer it
again. Two times out of three you will find that the problem is eventually
deferred to the list of references and thus it can be left out altogether.
This is particularly important in dealing with definitions.

12. Your text should be readable. It should be possible to read it all in
English, with notation translating consistently. So “∈” means either “is
an element of” throughout, or “in”, but not one or the other, according
to the author’s immediate need. (Halmos [4] stresses this point.)

13. Cut things out! It is amazing how often a difficult passage can be clarified
by deleting words or phrases.

14. Do not use code. This could be called Halmos’s law. As a first step,
avoid abbreviations. Do not write a paper on “CPBNH-graphs”. Such an
abbreviation may save the author work, but it makes more work for the
reader. Do not write “the # of such graphs on 7 vertices is = 3”. As a
general rule, you should keep the text as free of notation as possible. For
more advice, read Halmos’s article [4].

15. Keep your thoughts in order. “A = Bm,n, where n is . . ., and m is . . .,
and if I had thought to define these cursed symbols before I used them

6
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On the other hand, there is no shortage of graphs satisfying C(0) or
C(1). The number of graphs on n vertices is asymptotic to 2n(n−1)/2/n!,
while the number of graphs of valency k is asymptotically ckn

n(k−2)/2/n! for
2 < k = o(

√
n). (Estimates exist also for k ∼ cn. See Wormald [32].)

For both graphs and regular graphs, there are well-developed theories of
random objects, including the assertion that almost all have no non-trivial
automorphisms (explaining the n! in the denominators of the asymptotic
formulae).

Strongly regular graphs stand on the cusp between the random and the
highly structured. For example, there is (up to isomorphism) a unique
srg(36, 10, 4, 2); but a computation by McKay and Spence [20] showed that
the number of srg(36, 15, 6, 6)s is 32548. The pattern continues: there is
a unique srg(m2, 2(m − 1),m − 2, 2), but more than exponentially many
srg(m2, 3(m− 1),m, 6)s, as we will see.

This suggests that no general asymptotic results are possible, and that,
depending on the parameters, strongly regular graphs can behave in either a
highly structured or an apparently random manner.

Another role of strongly regular graphs is as test cases for graph isomor-
phism testing algorithms. The global uniformity ensured by the definition
makes it harder to find a canonical labelling, while the superexponential
number of graphs means that they cannot be processed as exceptions.

The Paley graphs and other strongly regular (and similar) graphs have
been used as models of “pseudo-random graphs” (see Thomason [28]).

Recently, Fon-Der-Flaass [14] has observed that an old construction of
Wallis [29] gives rise to more than exponentially many strongly regular graphs
with various parameter sets to be discussed below. He also used these graphs
to establish the following result about universality of strongly regular graphs:

Theorem 2.2 Any graph on n vertices is an induced subgraph of a strongly
regular graph on at most 4n2 vertices.This is within a constant factor of best
possible.

It is not known whether such a universality result holds for graphs satis-
fying C(3).

4
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V. Krčadinac Asocijacijske sheme 2023./24. 35 / 36



Hiperkocka dimenzije d = 4 / Hammingova shema H(4, 2)

V. Krčadinac Asocijacijske sheme 2023./24. 36 / 36


