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A HOMOTOPY THEORY FOR GRAPHS

G. Malle, Klagenfurt, Austria

Abstract. Some concepts and theorems are transferred from algebraic topo­
logy to graph theory and put in a combinatorial setting. The first part of this paper
deals with combinatorial ana10guesto continuity, homotopy, path homotopy, con­
traction, retraction, fundamenta1 group etc. The last analogue (ealled string funda­
menta1group of a graph) is investigated in greater detail. It is shown that this group
is isomorphic to the usual fundamental group of the graph if the girth is at least 5.
The second part of this paper dea1swith string connected graphs, i. e., connected
graphs with trivial string fundamental group. These graphs are characterized by
embedding them in a special way into pseudosurfaces. Furthermore, combinatorial
analogues to deformation retraction, homotopy equivalence etc. are developed.

PART ONE

1. Introduction

The aim of this paper is to transfer some concepts and theorems
from algebraic topology to graph theory and to give them a combina­
toriai nature. There are some papers with simi1ar ideas (see e. g. [5]- [8],
[11] - [14]). In particular homotopy theories for graphs can be de­
veloped in several manners. One possibility is to assign to a graph X
a topological space T (X) in the fol1owing way: Let to each edge of
the graph X correspond a l-dimensional simplex in some R". Identify
the vertices of the simplex according to the graph X and provide the
union ofthe simplexes with the so cal1ed»weak topology« (a subset being
open if the intersection with each simplex is open: see [9, p. 246]).
Then one can apply the usual topological homotopy theory to T(X).
D6rfler [3] developed a homotopy theory for hypergraphs. He assigned
in an analogous manner to each hypergraph X a topological space
T (X). His homotopy concept is not the topological one (it is of a
combinatorial nature too), but closely related to the topological con­
cept. The homotopy concept proposed in the present paper seems
to be quite natural for graphs, but is in some details not as closely
related to the topological concept as D6rfler' s one.

The first part of this paper deals with combinatorial analogues
to the topological concepts of continuity, homotopy, path homotopy,
contraction, retraction, fundamental group etc. The second part
will deal with analogues to simply connected spaces, deformation
retraction, homotopy equivalence etc.

Mathematics subject classijications (1980): Primary 05 CIO.
Key words and phrases: Graphs, combinatoria1homotopy, combinatorial fun­

damenta1 groups.
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We consider only finite graphs without loops and without multiple
edges. The vertex set of a graph X is denoted by V (X), the edge
set by E (X). If two vertices x and y are adjacent, we write x '" y.
We denote the edge conneeting the vertices x and y with xy or so­
metimes [x,y]. Quite often we use the sets N = {O, 1,2, ... } and
Nn = {O, 1, 2, ... , n}. For further graph theoretical terminology see
[1] or [4], for algebraic topological terminology see e. g. [2], [9] or
[10].

Let us take the following ga1'lgster problem as the starting point
for our considerations: Suppose the vertices of a graph to be towns
and the edges roads. In each town there is a member of a gangster
syndicate. The gangsters dedde to meet in one of the towns. For
safety reasons they dedde: Each day they will move from one town
to an adjacent one or rest in the same town and if two of the gangsters
are in adjacent towns original1y, then at all steps of the journey these
gangsters must be in adjacent towns or be in the same town. The
problem is: For which graphs is it possible for the gangsters to meet
in one of the towns?

Examples. A meeting is possible in the graph X as indicated
in Fig. la. Obviously it is not possible in the graph Gs (Fig. lb).

X:

1)3=1)=1)
1 2 1,4,5 2,3 1,2,3,4,5

Fig. la

[s'

,63
1 2

Fig. lb

In the following the ideas of this problem and re1ated ideas will
be treated in amore formal way.

2. Net homotopy and net contraction

We begin by defining a graph theoretica1 version of continuous
maps:

Let X, Y be graphs. A map f : V (X) ~ V (Y) is ca1led a homo­
morphism from X to Y, if

x"'y=>f(x)",f(y) or f(x)=f(y)
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for all x,y E V(X). Instead of f: V(X) -+ V(Y) we hereafter write
f: X -+ Y.

Note that the word )}homomorphism« is used in the graph theo­
retic literature in different senses. (See e. g. [4] and [8]).

I[ f: X -+ Y and f- 1 : Y -+ X are homomorphisms, then f
is an isomorphism between the graphs X and Y. Thus isomorphism
between graphs corresponds to homeomorphism between topological
spaces.

Let f and g be homomorphisms from X to Y. A map H: V (X) x
x Nn -+ V (Y) (n E N, n ;;;.1) is called anet homotopy from f to g, if

(1) X""" Y => H (x, t) ,....,H (y, t) or H (x, t) = H (y, t) for all
x,y E V (X) and all tE Nn,

(2) H (x, t) ,....,H (x, t + 1) or H (x, t) = H (x, t + 1) for all
x E V (X) and all tE Nn_1,

(3) H (x, O) = f (x) and H (x, n) = g (x) for all x E V (X).

If such a map exists, we call f net homotopic to g and write f ~ g.

In this definition the conditions (1) and (2) again are graph theo­
retical versions of continuity. The set Nn can be regarded as a set
of finitely many )points of time« and is used instead of the unit inter­
val in algebraic topology.

The proof of the following proposition is Ieft to the reader:

PROPOSITION 1. The net homotopy relation :: is an equiva­
lence relation on the set of homomorphismsfrom a graph X to a graph Y.

A graph X is said to be net contractible to Xo E V (X), if the iden­
tity homomorphism Ix: X -+ X is net homotopic to the constant
homomorphism cXo : X -+ X defined by cXo (x) = Xo for all x E V (X).
In other words: X is net contractible to Xo if there exists anet homo­
topy H: V (X) x Nn -+ V (X) such that H (x, O) = x and H (x, n) =
= Xo for all x E V (X). The net homotopy H is called anet contraction
of X to Xo' X is said to be net contractible if there exists a vertex Xo E
E V (X) such that X is net contractible to Xo'

Examples. The graph X in Figure la is net contractible. Anet
contraction of X is indicated in the figure. Instead of writing H (x, O),
H (x, 1), H (x, 2), ... in the figure each label x is moved. The graph
Gs in Figure lb is not net contraetible.

Our ~}gangsterproblem« now can be formulated : Characterize
all net contractible graphs!

THEOREM 1. Let X be net contractible to Xo E V (X) and. let
y be any vertex of X. Then X is net contractible to y.
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Proof. Let H: V (X) x Nn ~ V (X) be anet contraetion of X
to Xo E V (X). Because X is net contraetible, X is conneeted and
therefore there is a path Xo XI X2 ••• Xm (=y). Intuitively speaking
we first move alllabe1s to Xo and then along this path to y. Formally
we define anet contraction K: V (X) x Nn+ m ~ V (X) of X
to y by

{H (x, t)K (x, t) = Xt-n '

if O<:t<:n,

if n <: t <: n + m.

Let Y be a subgraph of a graph X. Anet retraction of X OntOY is a
homomorphism f: X ~ Y such that f (y) = y for all y E V (Y).
When some net retraction of X onto Yexists, Y is called anet retract
of X.

THEOREM 2. Anet l'etract of anet comractible graph zs itself
net contractible.

Proof. Let H: V (X) x Nn ~ V (X) be anet contraction of the
graph X to a vertex Xo E VeX) and let f: X ~ Y be anet retraetion
of X onto a subgraph Y. Define a map K: V (Y) x Nn ~ V (Y) by

K (x, t) = f (H (x, t)).

We show that K is anet contraetion of Y to f (xo) E V (Y). In order
to prove this we must show that K is anet homotopy from the iden­
tity homomorphism 1y : Y ~ Y to the constant homomorphism
cf(Xo> : Y ~ Y. It is left to the reader to check the conditions (1),
(2), (3) in the definition of anet homotopy.

3. Strings and string homotopy

We define a graph P m by V (P",) = N m and E (P",) = {[i, i +
+ IJ I i E N m-d, if m ;;;. 1, and E (P",) = 0, if m = O. Here [i, i + lJ
denotes the edge joining the vertices i and i + 1. P m is a path in the
ordinary graph theoretica1 sense. Different from this is the topolo­
gical concept of a path, which is a continuous map from the unit in­
terval into a topoIogical space. We define a graph theoretical analogue
to this concept:

A strz'ng in a graph X is a homomorphism (1 : P m ~ X (m EN),
An elementary extension of (1 is a string (1*: Pm+ g ~ X (g EN) de­
fined by

{(1 (i)
(1* (i) = (1 (k)

(1 (i - g)

if O <: i <: k,
if k<:i<:k+g

if k+g<:i<:m+g

for a fixed kEN m' A string (1e construeted from (1 by a sequence of
elementary extensions is called an extension of (1.
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Examples. Figure 2a shows a string (1 in a graph X, Figure 2b
an elementary extension (1* of (1 and Figure 2c an extension (1e of (1.

Intuitively speaking one gets an elementary extension of (1 by inser­
ting g vertices in P m between k and k + 1, whereby these g vertices
get the same image as k.

/,,141fl31

~11)= •. 12)1,,10)

Fig. 2a Fig. 2b

,,'(101= •. '1111

Fig. 2c Fig. 2d

If 7: is an extension of (1 then we call (1 a reducu'on of 7:. If (111I is a re­
duction of (1 such that there is no reduetion e of (1n1 with e =1=(1m then
we cal1 (1m a minimal reductz"on of (1.

Examples. The string (1 in Figure 2a is a reduction of (1* in Figure
2b and areduetion of (1e in Fig. 2c. A minimal reduction (1m of (1 is
shown in Figure 2d.

Obviously to each string (1 in X there is a unique minimal re­
duction (1m. The relation »is an extension of« is a partial order on the
set of all extensions of a fixed string (1 in X. The set of extensions of
(1 forms a lattice with respeet to this relation. (1m is the least element
of this lattice.

Now we define an analogue to the topologica1 concept of path
homotopy: Two strings (1 : Pk -+ X and 7: : Pr -+ X are cal1ed string
homotopic, denoted (1 & 7:, provided that (1 (O) = 7: (O), (1 (k) = (1 (r)
and that there is anet homotopy H: V (Pm) x Nn -+ V (X) from
an extension (1e : P m -+ X to an extension 7:e: P m -+ X such that
H (O, t) = (1 (O) = 7: (O) and H (m, t) = (1 (k) = 7: (r) for all tE Nn•

Examples. The strings (1: P 4 -+ X and 7:: P 3 -+ X shown in
Figure 3a are string homotopic, because (1 (O) = 7: (O), (1 (4) = 7: (3) and
there are extensions ae : P4 -+ X, 7:e : P4 -+ X (shown in Figure 3b)
and anet homotopy H : V (P4) X N2 -+ V (X) from (1e to 7:e (shown
in Figure 3c) such that H (O, t) = (1 (O) = 7: (O) and H (4, t) = (1 (4) =
= 7: (3) for all t E N2•

Fig.3a

T11)

•. 121

T(2)

,,'121

T'11) T'121 =T'13)

Fig. 3b

HI1,2)

H(2,O)
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LEMMA 1. Let (j: P m -'>- X and 7:: P m -'>- X be strings in a
graph X with (j ::: 7: and H : V (P m) x Nn -'>- V (X) anet Jwmotopy
from (j to 7: with H(O,t)=(j(O)=7:(O), H(m,t)=(j(m)=7:(m)for all
t E Nn• If (je : Pr -'>- X is an extension of (j then there exists anet homo­
topy He : V (P r) x Nn -'>- V (X) from (je to some extension 7:e of 7: such
that He (O, t) = (j (O) = 7: (O) and He (1', t) = (j (m) = 7: (m) for all
t ENn•

ProoI. Let (j* be an elementary extension of (j : P m -'>- X as de­
fined before. Intuitively speaking one gets anet homotopy H* from
(j* to some elementary extension 7:* of 7: by defining the labe1s of the
inserted g vertices to be the label of the vertex k at all steps of the
homotopy H. Formally we define H*: V (Pm+g) x Nn -'>- V (X) by

(H (i, t)

H* (z', t) = H (k, t)

H (i - g, t)

if O <; i.;;; k,
if k + 1 <; i <; k + g,
if k + g <; i <; m + g.

It is easy to see that H* is anet homotopy from (j* to some elementary
extension 7:* of 7: and that H* (O, t) = (j (O) = 7: (O) and H* (m +
+ g, t) = (j(m) = 7: (m). By repeated application of this construction
one gets anet homotopy He : V (P r) x Nn -'>- V (X) from (je to some
extension 7:e of 7: such that He (O, t) = (j (O) = 7: (O) and He (1', t) =
= (j (m) = 7: (m).

PROPOSITION 2. String homotopy ~ z's an equzvalence rela­
tion on the set of all strings in a graph X.

Proof. Reflexivity and symmetry are dear. So we only have
to show the transitivity. Let (j : Pk -'>- X, 7: : P m -'>- X and o) : Pn -'>- X
be strings in X with (j ~ 7: anv 7: ~ 0). Then (j (O) = 7: (O), (j (k) =

= 7: (m) and 7: (O) = o) (O), 7: (m) = o) (n). From this it follows that
(j (O) = OJ (O) and (j (k) = OJ (n). Because 7: ~ (j there exists anet
homotopy H: V (P r) x Np -'>- V (X) from an extension 7:' of 7: to
an extension (j' of (j such that H (O, t) = 7: (O) = (j (O) and H (1', t) =

= 7: (m) = (j (k) for all t E Np. Because 7: ~ o) there exists anet homotopy
K. : V (Ps) x N q -'>- V (X) from an extension 7:" of 7: to an extension
0)" of o) such that K. (O, t) = 7: (O) = OJ (O) and K (s, t) = 7: (m) =
= OJ (n) for all t EN q' Let 7:e : P u -'>- X be defined as sup {7:', 7:It}

(in the lanice formed by all extensions of ,). By Lemma 1, there
exists anet homotopy He : V (P u) x Np -'>- V (X) from 7:e to some
extension (je of (j with He (O, t) = 7: (O) = (J (O) and He (u, t) = 7: (m) =
= o) (n) for all tE Np and there exists anet homotopy Ke : V (Pu) x
x N q -'>- V (X) from ,e to some extension o)e of o) with Ke (O, t) =
= ,(O) = o) (O) and Ke (u, t) = 7: (m) = o) (n) for all tE Nq• We de­
fine a map Le: V(Pu) x Np+q -'>- V(X) by
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{He (i, P - t) if O .;;; t .;;;P,
Le i t =

(,) Ke (i, t - p) if P .;;;t .;;;p + q.

9

lt is easy to see that Le is anet homotopy from ae to O)e with Le (O, t) =
= a (O)= o) (O) and Le (u, t) = a (k) = o) (n) for all tE Np+q' Rence

sa "" (IJ.

4. The string fundamental group of a graph

rf a : Pk --+ X and • : P m --+ X are strings in a graph X with
a (k) = • (O), then their string product is a string a * • : Pk+ m --+ X
defined by

{a (i) if O <: i .;;;k,a * • (i) = • (i _ k) if k <: i <: k + m.

l t is easy to see that (a * 1') *Cr) = o'* (1' * 0)), if both sides are defined.
Therefore we are allowed to write a * • * 0).

A string loop in a graph X at Xo E V (X) is a string a : P m --+ X
with a (O)= a (m) = Xo' The vertex Xo is referred to as the base
vertex of a. Two string loops a and {J in X having common base vertex
are string homotopic modulo xo, denoted a ~ ""o {J, provided that they
are string homotopic as strings.

Since no ambiguities will occur we will write a ~xo {J instead
of a ~xo {J.

The proof of the following lemma is left to the reader:

LEMMA 2. Let a, a', {J, {J' be string loops in a graph X at Xo E

E V (X). If a ~xo a', and {J ~xo {J', then a * {J ~xo a' * {J'.

lt is evident that string homotopy modulo Xo is an equivalence
relation on the set of all string loops in X with base vertex Xo' There­
fore this set is partitioned into equivalence classes. The equivalence
class of the string loop a at Xo is denoted by [a] and is called the
string homotopy class of a. The set of all such string homotopy classes
is denoted by S (X, xo). rf [al, [{J] ES (X, xo), then the product
[al c [{J] is defined as follows:

[al o [{J] = [a * {J].

(Lemma 2 insures that [al o [8] is well defined.) A nul! loop at Xo is
a constant string loop 'JI: P m --+ X defined by '/I (i) = Xo for all
iENm•

Note that there are infinitely many nulI loops at Xo (contrary
to algebraic topology). But all nulI loops at Xo are string homotopic
modulo Xo and hence yield the same string homotopy class.
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If (1 : P m ~ X is a string in X, then the string (j : Pm ~ X de­
fined by (j (i) = (1 (m - i) for i EN m is called the reverse string of (1.

THEOREM 3. The set S (X, xo) is a group under the operation o.

Proof. The details are left to the reader. We only make some
remarks concerning the neutral element and the inverse elements.
If a E S (X, xo) and 11 is an arbitrary nulI loop at Xo, then a * 11 is an
extension of a and therefore a * 11 ~xo a. Thus [a] o [vJ = [a].

If a E S (X, xo), a : P m ~ X and 11 is an arbitrary nulI loop at Xo,
then there exists anet homotopy H: V(P2m) X Nm ~ V(X) from
a * a to an extension 'JIe : P2m ~ X of v given by

. {a (max {O, i - t})H (I, t) = _ ( . { . I })a mm m, I T t

if O.;;; i.;;; m,

if m';;; i.;;; 2m.

Obviously H (O, t) = H (2m, t) = Xo for all tE N m' Thus a * a ~xo 'JI

and therefore [a] o [al = ['JI].

The group S (X, xo) with the operation o is called the string funda­
mental group of X at Xo.

THEOREM 4. If a graph X is connected and XO> XI are vertices
of X, then the string fundamental groups S (X, xo) and S (X, XI) are
z·somorphic.

Proof. Because X is connected, there exists a string (1 : P m ~ X
with (1 (O) = Xo and (1 (m) = XI' If a is a string loop at Xo, then (j *
* a* (1 is a string loop at XI' We define a funetion a : S (X, xo) ~
~ S (X, XI) by

a ([aD = [er * a * (1] for [al ES (X, Xo).

It is easy to see that a ([aD is independent of the choice of represen­
tative from [a] and therefore a is well defined. It is left to the reader
to show that a is an isomorphism from S (X, xo) to S (X, Xi)' (Com­
pare [2], p. 67, Theorem 4.3.)

Because of Theorem 4, we sometimes omit the base vertex in
the notation for the string fundamental group of aconneeted graph
X and speak of the string fundamental group S (X). But as in alge­
braic topology, Theorem 4 does not guarantee that the isomorphism
between S (X, xo) and S (X, XI) is unique. Different strings from
Xo to XI may !ead to different isomorphisms.

In the following we assign to a graph X a topological space T(X)
as described in the introduction. The vertices of X and the corres­
ponding points in T (X) are denoted by the same symbo1. Let
G (T (X)) be the fundamental group of T (X).

In which way is S (X) related to G (T (X))? In order to give a
(partial) answer to this question, we need some further definitions.
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By I we denote the interval [0,1] in R1 and by <a, b) the simplex
in Rn (n ;;. 1) with vertices a, b. If H : V (P m) x Nn -+ V (X) is a
net homotopy from a string (J: P m -+ X to a string 7:: P m -+ X,
then let ht :I -+ T (X) be a path from H (i, t) to H (i + l,t)
(O <; i <; m - 1) which is chosen in such away that

_ {<H (i, t), H (i + 1, t) if H (i, t) '1= H (i + 1, t),hr (I) - {H (i, t)} if H (i, t) = H (i + I, t).

If P: 1-+ T(X) and q : 1-+ T(X) are paths in T(X) with P (1) =
= q (O), we denote their path product by p * qo (Compare [2], p. 630)

LEMMA 30 Let X be a graph with girth ;;. 5 and (J : Pm -+ X
and 7: : Pili -+ X string loops in X at Xo E V (X). If H : V (Pm) x Nn -+
-+ V (X) is anet homotopy from (J to 7: wz'th H (O, t) = H (m, t) =
= Xo for all tE N", then the loop Po ,o * Pl.O * 000* P",-l,O at Xo is
homotopic modula Xo to the loop PO.n * Pl,n * 00' * Pm-l.n'

Proof. We consider the step from t to t + I. What can happen
to H (i, t) and H (i + 1, t) at this step? All possible cases are shown
in Figure 40 (Cases which differ only by changing the roles of H (i, t)
and H (i + 1, t) are only stated once.) Because X has girth ;;. 5, the
cases in Figure 4g-j cannot occur. Thus we only have to investigate
the cases in Figure 4a-f. We show that in all these cases the path
Pi,t is homotopic to the path Pi,t+l' We do this by writing down ho­
motopies which are indicated in Figure 4a-f by certain names. Note
that the simplexes corresponding to the edges of X are chosen in
some Rn (n;;. 1). In Figure 4f note that the union of the simplexes
corresponding to the two edges is homeomorphic to a straight line
segment in some Rn (n ;;. 1), therefore it suffices in this case to find
a homotopy from Pi,t to Pi,r+ 1 under the assumption that H U - I, t),
H (i, t) and H (i + 1, t) lie on a straight line in some Rn (n;;. 1).
Because we consider i and t fixed for the moment, we use the para­
meters r, s E I and define the following homotopies:

identity: id (s, r) = ht (s),

contraetion: co (s, r) = Pi.t (s) + ,0(H (i, t) - ht (s)),

dilatation: di (s, r) = H (Ž, t) + r (hr+l (s) - H (i, t)),

refiexion: re (s, r) = ht (s) + r (hr (1 - s) - Pu (s)),

translation : tr (s, r) = ht (s) + r (Pi,r +1 (s) - ht (s)).

To write down the corresponding homotopies, with the roles of H (i, t)
and H (i + 1, t) changed, is left to the reader. All these homotopies
are )straight line homotopies« and this can be interpreted as if the
point H (i, t) moves with I)COnstantvelocity« along a straight line to the
point H (i, t + 1) and analogously the point H (i + 1, t) to the point
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H (i + 1, t + 1). Thus, if io is a homotopy from PO,t to Po,t+ 1 and
ila homotopy from p 1.t to P1,t + 1, both homotopies of the kinds
mentioned above, it follows that io (1, r) = il (O,r) for all r EJ. (This
resu1t also can be attained by direet computation for all possible pairs
i1,f2') Thus the map h1 defined by

rio (2s, r)

h1 (s, r) = Iil (2s - 1, r)

for

for

1
O <; s <: 2'
1

2<s<:1

is a homotopy from PO,t * P1,t to PO.t+1 * P1,t+1'

Next we construet a homotopy from PO,t *Pl,' *P2.t to PO,t+l *
* P1,t+1 * P2,t+1' Let i2 be a homotopy of P2,t to P2.t+! of one of the
kinds mentioned above. Because il (1, r) = i2 (O,r) for all r El and
h1 (1, r) = il (1, r) it follows that hl (1, r) = i2 (O,r) for all r El.
Thus the map h2 defined by

Ih1 (2s, r)

h2 (s, r) =
i2 (2s - 1, r)

1

for O<: s <: 2'
1

for 2 <: s <; 1

is a homotopy from PO,t * P1,t * P2,t to PO,t+ 1 * P1,t+ 1 * PZ.t+!·

Proceeding in this way we can construct a homotopy Il11I_ 1 from
PO.t*Pl,t* ... *Pm-1,t to PO.t+1*P1.t+1* ... *Pm-1.t+l' Because
H (O, t) = H (O, t + 1) = Xo and H (m, t) = H (m, t + 1) = Xo, it
follows that Ilm-1 (O,r) = hm-l (1, r) = Xo for all r EJ. Thus PO.t *
*Pl.t * ... *Pm-1.t is homotopic modula Xo to PO,t+1 *Pl.t+1 * ...
*Pm-1.t+1' Because this holds for all tENn_1, it follows that Po.o*

* Pl.O * '" * Pm-1,O is homotopic modul0 Xo to PO,n * Pl,n * ... *
*PIII-1,n'

Hli+1,t}HI;·1,f.1!

identity ,;,j
identity

+.,O --=====:>o HIW=
HI,;!-'}=

=HIi' VJ
=HI;·1,M}

Hil;tJ
HI(f"}

Fig.4a

Fig.4b

Hli.1,t)

HI;·1,!.1!

'"I
conlractlon

>1 Idiloto.tion

+,.,
HI;,/}

HI,;!·1)= Hll;tJ=HI,;!. 1)

=Hli.l,f.1)
=Hli.1,tJ

Fig.4c
Fig.4d
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HI; +1,t) Hli,f+1)

",I

reflexion

+,.,
Hli,f)

HI;+1,f+1)

Fig.4e

Hli.')) H!i.1,t+1)

[> =[>""""
Hrw

Fig.4g

HI;+1,t+1)

~==><JHIi.tJ=
=HI;·1,t)

Hli,f·1)

Fig.4i

HI;+1))

L=.ioo,L
HI;,!) HI;+1,'+1) H{i,t+l)

Fig. 4f

lJ=?[j'I"
HI;.tJ H(i,t+1)

Fig.4h

HII.l,t!

[>==>~ HfU+1)=
=H(i+1.ft1)

HI;,!)

Fig.4j

THEOREM 5. If the connected graph X has girth ;;;.5, then
S (X) and G (T (X)) are isomorpht'c.

Proof. We ehoose a vertex Xo E V (X) as base vertex for the string
loops in X and the eorresponding point in T (X) as base point for
the loops in T (X). Let a : I ~ T (X) be a loop in T (X) at Xo' If
one traverses the unit interval from O to I, let Vo, V 1> ••• , V m be the
points eorresponding to vertiees oeeuring in this order. Then we de­
fine a string loop as : Pm ~ X in X at Xo by as (i) = VI (O <: i <; m).

In this way we can assign to eaeh 100p in T (X) at Xo astring loop
as in X at Xo' Now we define a map t/J ([a]) = [as]'

t/J is a homomorphism:

t/J ([a] o L8]) = t/J ([a * P]) = [a * P]s = [as * Ps] = [as] o [Ps] =
= t/J ([a]) o t/J ([Pl).

t/J is one-to-one: Suppose t/J ([a]) = t/J ([P]). Then [as] =
= [Ps] and therefore as ~xo Ps' Henee there is anet homotopy
H : V (P m) x Nn ~ V (X) from an extension a:: P m ~ X of as to
an extension P=: Pm ~ X of Ps with H (O,t) = H (m, t) = Xo for
all tE Nn. We put a= = (1 and P= = 't". Then, by Lemma 3, the loop
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Po,o *P1,0 * ... * Pm-1,0 is homotopic modulo Xo to the loop PO,n * P1,n *
* '" * Pm-1,n' But since Po,o * P1,0 * ... * Pm-1,0 is homotopic modulo
Xo to a and PO,n * P1,n * ... * Pm-1,n is homotopic modulo Xo to p, it
follows that a is homotopic modulo Xo to p. Therefore [a] = [P].

([J maps G (T (X), xo) onto S (X, xo): Let [as] E S (X, xo). Let
a~ : Pk -+ X be the minimal reduction of as. Let U ~ T (X) be the
union of all points a; (t) (i E V (Pk)) and simplexes (a: (i), a: (i +
+ 1) (i E Nk-1). Define a 100p a : I -+ T (X) in T (X) in such a
way that a (1) = U and the points a~ (O), a~ (1), ... , a~ (k) occur in
this order if one traverses the unit interval I from O to 1. Then
([J ([a]) = [a~] = [as]' This completes the proof that ([J is an isomor­
phism from G (T (X)) to S (X).

Remark. If X has girth .;;;;4, the theorem is not true. E. g. for the
comp1ete graph K3 the group S (K3) is trivial, but G (T (K3)) is
infinite cyclic.

Because G (T (X)) is a free group (see [9], p. 197), the following
corollary of Theorem 5 is an immediate consequence.

COROLLARY. If the connected graph X has girt!z:> 5, t!zen
S (X) t's a free group.

PART TWO

This part of the paper deals with analogues to simply connected
spaces, deformation retraction, homotopy equivalence etc.

5. String connected graphs

We call a graph X string connected if it is connected and its string
fundamental group S (X) is trivial.

In order to charaeterize string connected graphs \Ve need the
concept of a pseudosurface (see [15, p. 48]) which is defined as fol­

I
10ws. Let Adenote a set of ~ ni ml ;;. O distinet points of S k (closed

;=1
orientable 2-manifold of genus k), with 1 < 1111 < m2 < .,.< nit.
Partition A into ni sets of ml points each, i = 1,2, ... , t. For each
set of the partition, identify all the points of that set. The resulting
topo10gica1 space is ca11ed a pseudosurface, and is designated by
S (k; n1 (ml)' n2 (m2)' ... , nI (ml))' Each point resulting from an iden­
tification of mi points of S k is ca11eda sz'ngular pot·nt. If a graph G is
embedded in a pseudosurface, we assume that each singular point is
occupied by a vertex of G; such a vertex is ca11eda singular vertex.

Let C be a cycle in a graph Y. We ca11 Y a pseudoplanar
(planar) net of C if Y can be embedded in a pseudosurface S (O; n1 (ml)'
n2 (rn2)' ... , nI (mt)) (a sphere S (O; O (O), O (O), ... , O (O)) = So) in
such away that one region is bounded by C and all other regions are
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triangles or quadrangles. We call such an embedding of Y a proper
embedding of Y. If C S Y S X and Y is a pseudoplanar (planar) net
of C, we call Y a pseudoplanar (planar) net of C in the graph X. If
there exists a pseudoplanar (planar) net of C in X, we say that C has
a pseudoplanar (planar) net in X. An example of a planar net YI of
a cyele C is shown in Figure 5a, an example of a pseudoplanar net
Y2 (which is not a planar net of C) is shown in Figure 5b. One gets Y2
from YI by identifying the vertices a and b. The example in Figure
5b shows that a cyele C having a pseudoplanar net in a graph X must

Fig.5a Fig.5b

not have a planar net in X. If in the following we speak of a pseudo­
surface, we always mean a pseudosurface of the form S (O; nI (ml)'
n2 (m2)' ... , nr (mr)). If a pseudoplanar (planar) net Y of C is embedded
proper1y in a pseudosurface (a sphere), we call each region, except
the one bounded by C, a regz'on of Y.

Let us distinguish in the following between a cyele and a circuit.
In a cyele Xo XI'" Xm (= XO) each Xi is adjacent to Xi+l (O <: i <: m­
- 1) and all vertices, except Xm and XO, are pairwise distinct. In a
circuit Xo Xl ... Xm (= XO) each Xi is adjacent to Xi+! (O <: i <: m - 1),
but the vertices need not be pairwise distinet. Furthermore, by A !::,. B
we denote the symmetric difference of the sets A and B and, if R
is a region, by E (R) the set of edges in the boundary of R.

LEMMA 4. Let C = Xo XI'" Xm (= XO), m;;;. 5, be a cycle and
let Y be a planar net of C . If Y is embedded properly in a sphere and
Y has r regions, then there exists a region R of Y such that the graph
C', induced by E (C) !::,. E(R), is a cycle containing Xo that has a planar
net Y' embedded properly in this sphere with Y' having r - I regions.

Proof. We distinguish two cases.

Case 1. There is a path XiYI y2 ... y, Xj with 1 <: i <j <: m - 1
and y" 1= V (C) for 1 <: k <; r (Figure 6a). Among all these paths we
choose one for which the number of regions of Y inside the cyele
Xo XI'" XIYI y2 ... Yr Xj Xj+I '" Xo is maximum. Then the cycle
XiYIY2 ... YrXjXj-l'" XI+I XI must be the boundary of a region
R which has the desired properties.
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Fig.6a

G. Malle

XI

/;~XI+l/ f' \! I \I ' \I : \I I I

~J /

Y2 /

X 1,

2 XI Xm_1
Xa

Fig.6b

Case 2. There is no path as in Case 1. But since m ;;. 5, there
must exist a path XOY1Y2 "'YrXt with 1 < i < m - 1 andYk rf: V(C)
for 1 < k < r (Figure 6b). Among all these paths we choose one for
which the number of regions of Y inside the cycle Xo X1 .. , Xi Y r Y r - 1 " o

"'Y1 Xo is maximum. Then the cycle XOY1Y2 oooYrXlXl+l"o Xo
must be the boundary of a region R, which has the desired properties.

LEMMA 5. Let C = Xo X1 ... Xm (= xo), m;;. 5, be a cycle
and let Y be a pseudoplanar net of C. If Y is embedded properly in a
pseudosurface S (O; n1 (ml)' n2 (m2)' .. o, nr (mr)) and Y has r regz'ons,
then there exists aregion R of Y such that the graph C' t'nduced by
E (C) f,. E(R) is a cycle contaning Xo that has a pseudoplanar net Y'
embedded properly in this pseudosurface with Y' having r - 1 regiolls.

Proof. We form a new graph Y from Y by undoing the identi­
fications of the ml points of So to one singular vertex of S (O; n1 (ml)'
n2 (m2)' ... , nr (mr)) for i= 1,2, ... , t. (This process is shown in Fi­
gure 7 for a singular point with ml = 2, occupied by a singular vertex
u of X.) Formally this can be done as follows. Each singular vertex

°l'uJ ~

~ uPI--v'" ulZl

',M ®
Fig.7

U E V (Y) has an open neighbourhood in S (O; n1 (ml)' n2 (m2)' o ••

... , ne (mr)) homeomorphic to the union of open discs 01 (u), O2 (u), ...

... , On. (U). We can choose 01 (U), O2 (U), ... , On. (U) SO small that
each edge incident with u has a nonempty intersection with exactly
one of 01 (u), O2 (u), ... , On. (U), where OI (U) = 0t (U) '" {U}, i=
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= 1: 2, ... , nu. For each singuIar vertex UE V (Y) we delete all edges
incident with u and replace u by nu vertices u(1), U(2), ••• , u(nu>. We
join each vertex u(i) cl .;; i.;; nu) with each nonsinguIar vertex v of
Y for which the edge uv in Y has a nonempty interseetion with Oi (u).
Furthermore, we join two vertices u(i) and v<J> cl.;; z' .;; nu, 1.;; j .;;
.;; nv) if the edge uv in Y has a nonempty intersection with Oi (u)
and a nonempty ~terseetion with Oj (v). In this way the cycle C
turns into a cycle C and the pseudopIanar net Y of C into a pIanar net
Y of C which can be embedded in a sphere in such away that Y has r

regions. Then, by Lemma 4, there exists a region R of Y such that
the graph C' induced by E (C) tJ. E (R) is a cycle containing Xo or
X~) and having a planar net y' embedded in this sphere with Y' having
r - 1 regions.

Now we go back from Y to Y by identifying all vertices u(1),
U(2), .•. , u(nu> to u for each singuIar vertex u E V(Y). Since all vertices
of C are nonsingular vertices and no two vertices in the boundary
of R can be identified (because R is a triangle or a quadrangle), no
two vertices of C' can be identified and thus C' turns into a cycle C'

in Y. Furthermore, the region R turns into aregion R of Y in the
pseudosurface considered and C' is induced by E (C) tJ. E (R). Since
C' contains Xo or X~), the cycle C' contains Xo' Furthermore, the
planar net Y' of C' turns into a pseudoplanar net y' of C' embedded
in the pseudosurface considered with Y' having r - 1 regions.

LEMMA 6. If a : P m -+ X z'sa string loop in X at Xo and C (a) =
= a (O) a (1) ... a (m) (= a (O)) a cycle having a pseudoplanar net in
X, then a ~ Xo '/l, where '/l is a constant string loop at Xo'

Proof. Weshow the lemma by induction with respeet to the
number of regions of the pseudoplanar net of C (a) generated by a
proper embedding in a pseudosurface. The assertion obviously is
true for all string loops a at xo, where C (a) has a pseudoplanar net
Y in X properly embeddable in a pseudosurface with one region. We
assume that the assertion is true for all string loops a at xo, where
C (a) has a pseudoplanar net Y in X properly embeddabIe in a pse­
udosurface with fewer than r regions (r ;;;.2). Now let a : P m -+ X be a
string Ioop at xo, where C (a) has a pseudoplanar net Y in X properly
embeddabIe in a pseudosurface with r regions. If C (a) also has a
pseudoplanar net in X properly embeddabIe in a pseudosurface with
fewer than r regions, we are through. Therefore we can assume that
C (a) has no such pseudoplanar net in X. Thus m;;;. 5. Let Y be embed­
ded properly in a pseudosurface with r regions. By Lemma 5, there
exists a region R of Y such that the graph C' (a) induced by E (C(a)) tJ.

tJ. E (R) is a cycle in X containing Xo and having a pseudopIanar net
Y' embedded properly in this pseudosurface with r - 1 regions.
We define a string loop a' : Pk -+ X in such away that C' (a) =
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= a' (O) a' (1) ... a' (k) (= a' (O» and a and a' are both oriented
elockwise 01' counterelockwise. (An examp1e is shown in Figure 8.)

a(3J

cx 12) = cX'(2l

al1l= u'(1)

alOJ =aI61=

=a'101 =cx'ISJ =xo

Fig.8

cxl4J =cx'131

cxlSl =a'\41

Since R is a triangle 01' a quadrang1e, it follows that a ~ "o a'. (This
is easy to show by inspecting all possib1e cases for this triang1e 01'
quadrang1e.) By the induction hypothesis a' ~"o 'V, where 'V is a
constant string 100p at Xo' Thus a ~"o 'V.

THEOREM 6. A graph X is string connected iff it is connected
and each cycle of X has a pseudoplanar net in X.

Proof. (1) Let X be string connected. Then X is connected.
Thus we only have to show that each cyele of X has a pseudop1anar
net in X. If X is a tree, this is true. Therefore we can assume that X
is not a tree. Let C = Xo X 1 .,. X r (= xo) be an arbitrary cyc1e of X.
We define a string 100p u : Pr --?> X by u (i) = Xi for O <; t' <; r. Since
X is stringconnected, u ~"o 'V, where 'V is a constant string 100p at
Xo. Thus there exists anet homotopy H : V epm) x Nn --?> V (X) from
an extension ae : P ni --?> X of a to an extension 'Ve : P ni --?> X of 'V. To
simp1ify the situation, we can assume that there is no index t', 1 <;

<; i <; k - 1, with ue U-I) = ae (i + 1) and ae (i) =l=ue (i - 1)
because eachextension of a is net homotopic to such an extension.
Now we change the graph X and the net homotopy H in the following
way. If UE V (X) and there are s pairs (i, t) with H (i, t) = u, arranged
in any order, then we delete all edges incident with u and rep1ace u
by a comp1ete graph Ks (u) with vertices u(l), U(2), •.• , U(S). We join
each UU) with every vertex V(k) if UV E E (X). In this way the graph X
turns ioto a.graph X. Furthermore, we rep1ace the net homotopy H :
: V (Pm) x Nn --?> V (X) by anet homotopy il: V (Pm) x Nn --?>

--?> V (X),defined by il (i, t) = uU) for thej-th pair (i, t) with H (i, t) =
= u. Thereby the cyele C in X turns into a cyc1e C = il (O,O)il (1, O)...
..,il (m, O)(= il (O,O» in X, the string 100p ae : P m --?> X in X into a
string 100p ue: P ni --?> X in X with ue (i) = il (i, O) for O <; i <; m
and the constant string 100p 'Ve : P m --?> X in X into a string 100p ve :

: P m --?> X in X with ve (t) = il (i, n) for O <; i <; m. The homotopy
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ii has the property that ii (i, t) =l=ii (i', t') for (i, t) =l=(i', t'). (The
situation is depieted in Figure 9.) Now we define a graph Y (shown
in Figure 9) by

illO,OI

Fig.9

V(Y) = {ii (i, t) I O <;;;i <;;;m - 1, 0<;;;t <;;;n} and

E (Y) = {[ii (i, t), ii (i + 1, t)] 10 <;;;i <;;;m - 1, 0<;;;t,-:;; 1l} u
u {[H (i, t), ii (i, t + 1)] i O <;;;i <;;;m -1, 0<;;;t <;;;n - I} u
u {[H (O, n), ii (i, n)] i 2 <;;; i <;;; m - 2}.

The graph Y is a planar net of C in X. If we now go back from X
to X by identifying the vertices u(1), U(2), ••• , u(s) of each Ks(u), the
cyele C turns back into the cyele G and the planar net Y of C in X
into a pseudoplanar net Y of G in X. Thus G has a pseudoplanar
net in X.

(2) Conversely let each cyele of X have a pseudoplanar net in
X. To show that X is string connected it suffices to show that for all
Xo E V (X) and all string loops a at Xo it follows that a ~ Xo '1', where
'I' is a constant string Ioop at Xo' If a : Pk --+ X is a string Ioop in X
we define the Iength of a by I (a) = k. We now procede by induction
with respect to I (a).

The assertion obviously is true for all Xo E V (X) and all string
loops a at Xo with I (a) = O (because in this case a is itself a constant
string Ioop at xo). We assume that the assertion is true for all Xo E
E V (X) and all string loops a at Xo with lea) < m. Let Xo E V (X)
and a : P m --+ X be a string Ioop at Xo with lea) = m. Let am be the
minimal reduetion of a. We distinguish two cases:

Gase 1. am =l=a. Then I (am) < I (a). Thus by the induction
hypothesis am ~xo '1', where 'I' is a constant string loop at Xo' Since
a ~xo am it follows that a ~xo '1'.
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Gase 20 aln = ao In this case a (O)a (1) o.. a (m) (= a (O)) is a
circuit in X. If this circuit is a cycle in X, then by hypothesis this
cycle has a pseudop1anar net in X and by Lemma 6 it follows that
a ~ Xo v, where v is a constant string 100p at Xo' Thus we can assume
that this circuit is not a cycle. Then there exists an index j, with O<
< j < m - 2, such that a (j) = a (j + g), 2 < g < nz - j. We define
a string 100p f3 : Pg+ 1 -+ X at Yo = a (j) by

f3 (i) = a (j + i) for O< i < g

and a string 100p y : P m -+ X at Xo by

, . = {a (i) for i < j or i > j + g,} (t) Yo for j < i < j + g.

Since l (f3) < l (a), it follows by the induction hypothesis that f3 ~

~xo f1, where f1 is a constant string 100p at Yo' From this it is easy to
conclude that a ~ Xo y. Let y m be the minima1 reduction of y. Since
" (j) = y (j + 1) = ... = y (j + g), it follows that l(ym) < T(y) = lea).
Thus by the induction hypothesis y In ~ Xo v, where v is a constant
string 100p at .'\:0' From a ~xo Y ~xo yln ~xo 'JI, it follows that a ~xo 'JI.

6. Net deformation retraction and net homotopy equivalence

Let Y be a subgraph of a graph X. Anet deformatt'on retraction
of X onto Y is anet homotopy H : V (X) x Nn -+ V (X) such that

(1) H(x,O)=x and H(x,n)EV(Y) for all XEV(X),

(2) H (y, t) = y for all y E V (Y) and all tE Nn•

\Vhen some net deformation retraction of X onto Y exists, Y is called
anet deformation retract of X.

Exampleo The subgraph Y shown in Figure 10b of the graph X
shown in Figure 10a is anet deformation retract of X. Anet defor­
mation retraction H: V (X) X NI -+ V (X) of X onto Y is given by
H (Xi' O)= Xi (1 < i < 6), H (Yi' O)= Yi (1 < i < 5), H(Xi' 1) = Yi (1 <
< i < 5), H (X6' 1) = YI and H (Yi' 1) = Yi (1 < i < 5).

X3 X4

Fig. 10a Fig. 10b
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Anet contraction of a graph X to a vertex Xo E V (X) is just a
net deformation retraction of X onto the trivial graph Y with V (Y) =
= {xo} and E (Y) = 0. Each net deformation retract of X is anet
retraet of X. One gets anet retraction f from anet deformation re­
traetion H by putting f (x) = H (x, n). Conversely, anet retract of
X need not be anet deformation retract of X. E. g. the subgraph Y
shown in Figure Ilb of the graph X shown in Figure Ila is anet
retract of X. Anet retraetion of X onto Y is given by f (Xi) = Yi cl <;

<; z· <; 5), f (X6) = YI and f(Yi) = Yi (1 <; i <; 5). But Y is not anet
deformation retract of X.

XIxs

YI
xz "Q"

i)

YI.,

x3

xI.,

Fig. 11a

Fig. 11b

THEOREM 7. If Y is anet deformation reU'aet of the connected
graph X, then S (X) and S (Y) are isomorphic.

The proof is left to the reader (compare the analogon in algebraic
topology, e. g. [2J, p. 75).

In the next definition note that the composition of two homo­
morphisms is again a homomorphism.

Two graphs X and Y are said to be net homotopy equivalent pro­
vided there exist homomorphisms f :X --+ Y and g : Y --+ X such
that gf ~ 1x and fg ~ 1y, where 1x and 1y are the identity homo­
morphisms on X, Y respectively. The homomorphism f is called
anet homotopy equivalence from X to Y and g anet homotopy inverse
for f.

PROPOSITION 3. Net homotopy equz'valenceis an equŽ'l,'alence
relation for graphs.

The proof is left to the reader. (Compare the analogon in alge­
braic topology, e. g. [2J, p. 118.)

THEOREM 8. If Y is anet deformation retract of X, then Y
and X are net homotopy equivalent.

The pro of is left to the reader. (Compare the analogon in alge­
braic topology, e. g. [2J, p. 119.)

We consider a homomorphism f :X --+ Y. If a is a string loop
in X at Xo E V (X), then f a is a string loop in Y at Yo = f (xo). Let



22 G. Mane

f : X -+ Y be a homomorphism with f (xo) = Yo' Then the homo­
morphism f* : S (X, xo) -+ S (Y, Yo) defined by

f* ([a]) = [Ja] for [a] ES (X, xo)

is ealled the homonwrphism induced by f.

The homomorphism f* is well defined, i. e., if a ~xo 13, then
fa ~ xoff3; for if H : V (P m) x Nn -+ V (X) is anet homotopy from
an extension ae of a to an extension f3e of 13with H (O, t) = H (m, t) =
= Xo for all tE Nn, then K: V (Pm) x Nn -+ V (Y) defined by
K (i, t) = f (H (i, t)) is anet homotopy from an extension (faY of fa
to an extension (ff3Y of ff3 with K (O, t) = K (m, t) = yo for all t E Nn.
The proof that f* is aetually a homomorphism is 1eft to the reader.
The proof of the following Lemma is also left to the reader.

LEMMA 7. If f : X -.,. Y and g: Y -+ Z are homomorphisms,
then (gf)* = g*f*.

LEMMA 8. Let X be a graph and Xo E V (X).
Let H : V (X) x Nn -+ V (X) be anet lwmotopy with
H (xo, O) = Yo and H (xo, n) = Yn' Let (1: Pn -+ X be
a string defined by (1(i) = H (xo, i) for all i E Nn.
If a : Pm -+ X is astring loop at Yo and 13 : Pm -+ X
the string at Yn defined by 13(i) = H (a (z), n) for all
i E Nm, then a ~ Jlo (1* 13* (i. (See Figure 12).

Proof. We define an extension ae : P 2n + m -+ X
of u by

(YO if O <: z' <: n,
ue (i) = a (i - n) if n <: i <: m + n,

Yo if m + n <: t' <: 2n + m. Fig. 12.

Then we define a map K: V (P2n+m) X Nn -+ V (X) by

((1 (max {O,t + i - n}) if O <: i <: n,

K (i, t) = H (ae (i), t) if n <: i <: n + m,

(1 (max {O,m + n + t - i}) if n + m <: i <: 2n + m.

The reader may cheek that K is anet homotopy from ae to (1 * 13 * (i,
especially that K (i, O) = ae (t) and K (i, n) = (1 * 13 * (i (i). Further­
more K (O, t) = K (2n + m, t) = (1(O) = Yo for all tE Nn• Thus
a ~ Jlo (1 * 13 * (i.

THEOREM 9. If f : X -+ Y is anet lwmotopy equivalence with
f (xo) = Yo, then S (X, xo) and S (Y, Yo) are isomorphic.
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Proof. Let g : Y -+ X be anet homotopy inverse to· f and let
H: V (X) x Nn -+ V (X) be anet homotopy from gfto Ix. Let
g (Yo) = X1>f (XI) = YI and define a string u: Pn -+ X in X by

u (i) = H (xo, z') for all i E Nn•

Thus 0'(0) = H(xo, O)= (gf)(xo) =g(yo) =XI and u (n) = H(xo, n) = Xo'
If a is any string loop at xo, then it follows by Lemma 8 that
gfa ~ XI U * a * (i. From this, it follows by Lemma 7 that

(g*f*) ([aJ) = (gf)* ([aJ) = [gfa] = [u * a * a] = : q ([aJ).

It is easy to show (as for tJ in the proof of Theorem 4) that a is an
isomorphism from S (X, xo) to S (X, XI)' Therefore g* f* is also an
isomorphism from S (X, xo) to S (X, XI)'

By completely analogous arguments one can show that f* g* is
an isomorphism from S (Y,Yo) to S (Y'YI)' From this it follows
that f* and g* are themselves isomorphisms between S (X, xo) and
S (Y,Yo)'

7. Net contractible graphs

THEOREM lO. Every net contractible graph is String connected.

Proof. Let X be anet contraetible graph. Then X is conneeted.
Furthermore there is a vertex Xo E V (X) and anet homotopy H :
: V (X) x Nn -+ V (X) such that

H (x, O) = x and H (x, n) = Xo

for all x E V (X).

Let a : Pm -+ X be an arbitrary string loop at Xo' \Ve must show
that a ~xo 'JI, where 'JI is a constant string loop at xo.We define a
string loop u at Xo by

u (i) = H (xo, i) for all z·E Nn.

By Lemma 8 (with Yo =Yn = Xo and fJ = 'JI) it follows that a ~ Xo u * 'JI *
* (i ~xo 'JI. Renee a ~xo 'JI. Therefore S (X, xo) is trivial and X is
string eonneeted.

The following theorem can easily be shown in analogy to the
corresponding theorem in algebraic topology (see e. g. [2], p. 119).

TREOREM Il. A graph X is net contractible zff it is net homo­
topy equz'valent to a trivial graph.

Theorem II is an answer to the »gangster problem« formulated
in the beginning of this paper. The answer consists of a characteri-



24 G. Mane

zation of net contraetible graphs; but it is not a good answer since it
is not easy to dedde whether a given graph is net homotopy equiva­
lent to a trivial graph or not.

Open Problem. Find a better characterization of net contraetible
graphs (e. g., similar to that of string conneeted graphs in Theorem 6)!
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Sadržaj

Rad je podijeljen u dva dijela. U prvom dijelu se uvode neki os­
novni pojmovi kao što su mrežna homotopija, nitna homotopija, mrež­
na kontrakcija, mrežna retrakcija itd. i istražuje mrežna fundamentalna
grupa grafa. U drugom dijelu se razvija kombinatoricki analogon poj­
ma jednostavno povezanog topološkog prostora. Takvi grafovi se na­
zivaju nitno povezani grafovi koji su ujedno karakterizirani. Nadalje
su razvijeni kombinatoricki analogoni pojmova deformacione retrakcije,
homotopske ekvivalencije itd. i u vezi s njima dokazani neki teoremi.


