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#### Abstract

The paper proves the global convergence of a general block Jacobi method for the generalized eigenvalue problem $\mathbf{A} x=\lambda \mathbf{B} x$ with symmetric matrices $\mathbf{A}, \mathbf{B}$ such that $B$ is positive definite. The proof is made for a large class of generalized serial strategies from [26]. The sequence of matrix pairs generated by the block method converges to $(\boldsymbol{\Lambda}, \mathbf{I})$ where $\boldsymbol{\Lambda}$ is a diagonal matrix of the eigenvalues of the initial matrix pair $(\mathbf{A}, \mathbf{B})$ and $\mathbf{I}$ is the identity matrix. The proof is made for the case when the block method uses element-wise HZ or CJ method as the kernel algorithm. In the case of other kernel algorithms, the paper proves that the iteration matrices tend to diagonal form.
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## 1 Introduction

We consider the global convergence problem of a block Jacobi method for solving the positive definite eigenvalue problem (PGEP) under the class of generalized serial strategies from [26]. The matrix problem is written in the form

$$
\mathbf{A} x=\lambda \mathbf{B} x, \quad x \neq 0
$$

where $\mathbf{A}$ and $\mathbf{B}$ are symmetric matrices such that $\mathbf{B}$ is positive definite.
With the development of high-performance parallel machines, there is a growing need for the software that solves specific mathematical problems. The BLAS (Basic Linear Algebra Subprograms) are routines for performing basic vector and matrix operations. The Level 3 BLAS perform matrix-matrix operations. Because the BLAS are efficient, portable, and widely available, they are commonly used in the development of high-quality linear algebra software, LAPACK for example. In the last decades many known methods have been modified to become BLAS 3 algorithms, i.e. almost entirely rely on the use of Level 3 BLAS

[^0]routines. This seems to be a sensible way to achieve high efficiency across a wide range of serial and parallel computer architectures.

Jacobi methods for the eigenvalue and singular value problems are known for their accuracy (see [5], [35], [9], [6], [36], [8], [31]), [30], [27]) inherent parallelism ([7], [33], [18], [16]) and efficiency (see [10], [11], [12], [19]). The best way to further enhance these characteristics is to modify them to become BLAS 3 algorithms. Such methods are referred to as block diagonalization or block Jacobi methods [21], [1], [32], [2]. The global convergence of various block Jacobi methods has been considered in [20], [13], [23], [24], [4], [25] while the asymptotic quadratic convergence has been considered in [4], [3].

In this paper we consider the block Jacobi method for PGEP which generates two sequences of matrices by the same rule: $\mathbf{A}^{(k+1)}=\mathbf{Z}^{(k)} \mathbf{A}^{(k)} \mathbf{Z}^{(k)}, \mathbf{B}^{(k+1)}=\mathbf{Z}^{(k)} \mathbf{B}^{(k)} \mathbf{Z}^{(k)}, k \geq 0$. Here the initial $\mathbf{A}$ is symmetric and $\mathbf{B}$ is symmetric positive definite. The transformation matrices $\mathbf{Z}^{(k)}$ are nonsingular elementary block matrices. Their task is to diagonalize the (block) pivot submatrices of $\mathbf{A}^{(k)}$ and $\mathbf{B}^{(k)}$ in each step. As has been shown in [32] the block Jacobi method for PGEP is very fast and accurate, especially if it is implemented as a onesided method that solves the generalized singular value problem (GSVD). On contemporary parallel machines it is the method of choice for solving the GSVD problem.

The paper proves the global convergence of the block Jacobi method for the cyclic pivot strategies that are generalizations of the known serial (row- and column-cyclic) pivot strategies. These pivot strategies belong to a wide class of generalized serial strategies whose theory is thoroughly explained in [26]. That class encompasses most common sequential and parallel pivot strategies (see [17], [33], [18], [28], [29], [34]).

The paper is divided into 4 sections. In Section 2, we introduce notation and define the block Jacobi method, pivot strategies, and the global convergence. In Section 3, we prove the global convergence of the block Jacobi method. Finally, in Section 4, we briefly discuss open problems and future work.

## 2 Block Jacobi Methods for PGEP

Here we define basic notation and definitions linked to the block Jacobi method for PGEP.
Let $\mathbf{A}$ and $\mathbf{B}$ be real symmetric matrices of order $n$ such that $\mathbf{B}$ is positive definite. Let

$$
\mathbf{A}=\left[\begin{array}{ccc}
A_{11} & \cdots & A_{1 m}  \tag{2.1}\\
\vdots & \ddots & \vdots \\
A_{m 1} & \cdots & A_{m m}
\end{array}\right] \begin{aligned}
& n_{1} \\
& n_{1}
\end{aligned} \cdots, \quad n_{m} . \quad \mathbf{B}=\left[\begin{array}{ccc}
B_{11} & \cdots & B_{1 m} \\
\vdots & \ddots & \vdots \\
n_{m} & \cdots & B_{m m}
\end{array}\right] \begin{aligned}
& n_{1} \\
& B_{m} \\
& n_{1}
\end{aligned} \cdots \frac{n_{m}}{n_{m}}
$$

be their block-matrix partitions where the diagonal blocks $A_{i i}, B_{i i}, 1 \leq i \leq m$ are square. The block-matrix partition (2.1) of $\mathbf{A}(\mathbf{B})$ is determined by the partition $\pi_{n, m}=\left(n_{1}, \ldots, n_{m}\right)$ of $n$, where $n_{i} \geq 1$ for all $1 \leq i \leq m$ and $n_{1}+\cdots+n_{m}=n$. Since $n$ and $m$ will be constant, we shall use notation $\pi$ instead of $\pi_{n, m}$.

A block Jacobi method for PGEP is an iterative process of the form

$$
\begin{equation*}
\mathbf{A}^{(k+1)}=\left[\mathbf{Z}^{(k)}\right]^{T} \mathbf{A}^{(k)} \mathbf{Z}^{(k)}, \quad \mathbf{B}^{(k+1)}=\left[\mathbf{Z}^{(k)}\right]^{T} \mathbf{B}^{(k)} \mathbf{Z}^{(k)}, \quad k \geq 0 \tag{2.2}
\end{equation*}
$$

where each $\mathbf{Z}^{(k)}$ is an elementary block matrix $[25],\left[\mathbf{Z}^{(k)}\right]^{T}$ is the transpose of $\mathbf{Z}^{(k)}$ and $\mathbf{A}^{(0)}$, $\mathbf{B}^{(0)}$ are the starting matrices. Each matrix $\mathbf{Z}^{(k)}$ is a non-singular $n \times n$ matrix of the form

$$
\left.\mathbf{Z}^{(k)}=\mathbf{Z}_{i j}^{(k)}=\left[\begin{array}{ccc}
I & & \\
& Z_{i i}^{(k)} & Z_{i j}^{(k)} \\
& Z_{j i}^{(k)} & Z_{j j}^{(k)} \\
& & I
\end{array}\right]\right\} n_{j}
$$

where $\mathbf{Z}^{(k)}$ carries the same partition as $\mathbf{A}$. All elements of $\mathbf{Z}^{(k)}$, except those of the blocks $Z_{i i}^{(k)}, Z_{i j}^{(k)}, Z_{j i}^{(k)}$ and $Z_{j j}^{(k)}$, are as in the identity matrix $\mathbf{I}_{n}$. The "block indices" $i=i(k), j=j(k)$ are pivot indices, $(i, j)$ is pivot pair and

$$
\hat{\mathbf{Z}}^{(k)}=\left[\begin{array}{ll}
Z_{i i}^{(k)} & Z_{i j}^{(k)} \\
Z_{j i}^{(k)} & Z_{j j}^{(k)}
\end{array}\right]
$$

is pivot submatrix or the $(i, j)-$ restriction of $\mathbf{Z}^{(k)}$. The submatrix $Z_{i j}^{(k)}$ is referred to as the pivot block of $\mathbf{Z}^{(k)}$. The way of selecting the pivot pairs is referred to as pivot strategy.

We shall write $\mathbf{Z}_{i j}^{(k)}=\mathscr{E}\left(i, j ; \hat{\mathbf{Z}}^{(k)}\right)$, where $\mathscr{E}=\mathscr{E}_{\pi}$ is the mapping that constructs the $n \times n$ matrix $\mathbf{Z}_{i j}^{(k)}$ from the input data $i, j$ and $\hat{\mathbf{Z}}^{(k)}$. When emphasis is on pivot indices, we shall write $\mathbf{Z}_{i(k) j(k)}^{(k)}$ instead of $\mathbf{Z}^{(k)}$ or simply $\mathbf{Z}_{i j}$ when $k$ is clear from the context.

The starting matrices $\mathbf{A}^{(0)}, \mathbf{B}^{(0)}$ for the process (2.2) are obtained from the initial matrices $\mathbf{A}, \mathbf{B}$, via the congruence transformation with the block-diagonal matrix $\mathbf{Z}^{(0)}$,

$$
\begin{equation*}
\mathbf{A}^{(0)}=\left[\mathbf{Z}^{(0)}\right]^{T} \mathbf{A} \mathbf{Z}^{(0)}, \quad \mathbf{B}^{(0)}=\left[\mathbf{Z}^{(0)}\right]^{T} \mathbf{B} \mathbf{Z}^{(0)}, \quad \mathbf{Z}^{(0)}=\operatorname{diag}\left(Z_{11}^{(0)}, \ldots, Z_{m m}^{(0)}\right) \tag{2.3}
\end{equation*}
$$

The purpose of this transformation is to make the diagonal blocks of $\mathbf{A}^{(0)}$ diagonal and the diagonal blocks of $\mathbf{B}^{(0)}$ the identity matrices. Typically, one can choose $Z_{r r}^{(0)}$ to be inverse of the Cholesky factor of $B_{r r}$ postmultiplied by an orthogonal matrix which diagonalizes the updated $A_{r r}$ :

$$
Z_{r r}^{(0)}=R_{r}^{-1} Q_{r}, \quad R_{r}^{T} R_{r}=B_{r r}, \quad R_{r}^{-T} A_{r r} R_{r}^{-1}=Q_{r} \Lambda_{r} Q_{r}^{T}, \quad 1 \leq r \leq m
$$

For accuracy reasons, a better option is to apply some element-wise Jacobi method for the PGEP (see [27]) to each pair $\left(A_{r r}, B_{r r}\right), 1 \leq r \leq n$, collect the transformation matrices in $\mathbf{Z}^{(0)}$ and apply the transformation (2.3) to the off-block-diagonal parts of $\mathbf{A}$ and $\mathbf{B}$.

The process (2.2) is defined, if in each step $k$, one knows the pivot pair $(i, j)$ and the algorithm which computes the pivot submatrix $\hat{\mathbf{Z}}^{(k)}$ from the elements of $\hat{\mathbf{A}}^{(k)}$ and $\hat{\mathbf{B}}^{(k)}$. We call the process PGEP block Jacobi method or simply block Jacobi method. In each step the block Jacobi method applies the congruence transformation (2.2) which preserves symmetry and positive definiteness of the current matrices.

In step $k$ the block Jacobi method diagonalizes $\hat{\mathbf{A}}^{(k)}$ and transforms $\hat{\mathbf{B}}^{(k)}$ into the identity matrix. Locally, at the level of pivot submatrices, we have

$$
\begin{align*}
& {\left[\begin{array}{ll}
{\left[Z_{i i}^{(k)}\right]^{T}} & {\left[Z_{j i}^{(k)}\right]^{T}} \\
{\left[Z_{i j}^{(k)}\right]^{T}} & {\left[Z_{j j}^{(k)}\right]^{T}}
\end{array}\right]\left[\begin{array}{cc}
A_{i i}^{(k)} & A_{i j}^{(k)} \\
{\left[A_{i j}^{(k)}\right]^{T}} & A_{j j}^{(k)}
\end{array}\right]\left[\begin{array}{ll}
Z_{i i}^{(k)} & Z_{i j}^{(k)} \\
Z_{j i}^{(k)} & Z_{j j}^{(k)}
\end{array}\right]=\left[\begin{array}{ll}
\Lambda_{i i}^{(k)} & \\
& \Lambda_{j j}^{(k)}
\end{array}\right],}  \tag{2.4}\\
& {\left[\begin{array}{ll}
{\left[Z_{i j}^{(k)}\right]^{T}} & {\left[Z_{j i}^{(k)}\right]^{T}} \\
{\left[Z_{i j}^{(k)}\right]^{T}} & {\left[Z_{j j}^{(k)}\right]^{T}}
\end{array}\right]\left[\begin{array}{cc}
I_{n_{i}} & B_{i j}^{(k)} \\
{\left[B_{i j}^{(k)}\right]^{T}} & I_{n_{j}}
\end{array}\right]\left[\begin{array}{ll}
Z_{i i}^{(k)} & Z_{i j}^{(k)} \\
Z_{j i}^{(k)} & Z_{j j}^{(k)}
\end{array}\right]=\left[\begin{array}{ll}
I_{n_{i}} & \\
& I_{n_{j}}
\end{array}\right] .} \tag{2.5}
\end{align*}
$$

Here each block $A_{i i}^{(k)}\left(A_{j j}^{(k)}\right)$ is diagonal and of order $n_{i}\left(n_{j}\right)$. Note that $\Lambda_{i i}^{(k)}$ and $\Lambda_{j j}^{(k)}$ are exactly the diagonal blocks $A_{i i}^{(k+1)}$ and $A_{j j}^{(k+1)}$, respectively. We keep the superscript $(k)$ because the diagonal elements of $\Lambda_{i i}^{(k)}$ and $\Lambda_{j j}^{(k)}$ are the eigenvalues of the pair $\left(\hat{\mathbf{A}}^{(k)}, \hat{\mathbf{B}}^{(k)}\right)$.

If $n_{1}=n_{2}=\cdots=n_{m}=1$, we speak of a non-block or element-wise Jacobi method.
With each block Jacobi method is associated some kernel algorithm whose task is to transform $\left(\hat{\mathbf{A}}^{(k)}, \hat{\mathbf{B}}^{(k)}\right)$ into $\left(\operatorname{diag}\left(\Lambda_{i i}^{(k)}, \Lambda_{j j}^{(k)}\right), \mathbf{I}_{n_{i}+n_{j}}\right)$. For that purpose, one can use an element-wise HZ or CJ method from [27]. As a kernel algorithm, one can also use product of inverse of the Cholesky factor of $\hat{\mathbf{B}}^{(k)}$ with the orthogonal matrix from the spectral decomposition of the updated $\hat{\mathbf{A}}^{(k)}$.

The partition $\pi$ usually remains constant during the whole process, but it can now and then be adapted to ensure faster asymptotic convergence of the iterative process, especially in the case of multiple eigenvalues of the initial pair ( $\mathbf{A}, \mathbf{B}$ ).

Recall that each principal submatrix of a positive definite matrix is positive definite. This implies that all matrices $\hat{\mathbf{B}}^{(k)}, k \geq 0$ are positive definite. Furthermore, each block Jacobi method maintains the special form of the block-diagonal parts of $\mathbf{A}^{(0)}$ and $\mathbf{B}^{(0)}$. Namely, we have

$$
A_{r r}^{(k)}=\operatorname{diag}\left(A_{r r}^{(k)}\right), \quad B_{r r}^{(k)}=I_{n_{r}}, \quad 1 \leq r \leq m, \quad k \geq 0 .
$$

This property of the block Jacobi method has a double effect on the iterated matrices: it normalizes and balances each $\mathbf{B}^{(k)}$ and it also nicely preconditions $\mathbf{B}^{(k)}$. Namely, $\mathbf{B}^{(k)}$ has now an almost optimal condition that can be obtained by the symmetric diagonal scaling [37]. As it will proved in Lemma 3.3(ii), this property ensures that all matrices $\mathbf{A}^{(k)}$ and $\mathbf{B}^{(k)}$ are bounded by norm.

### 2.1 Pivot Strategies

Let us very briefly introduce the class of generalized serial strategies from [26].
A pivot strategy can be identified with a function I: $\mathscr{N}_{0} \rightarrow \mathscr{P}_{m}$, where

$$
\mathscr{N}_{0}=\{0,1,2, \ldots\}, \quad \mathscr{P}_{m}=\{(r, t) ; 1 \leq r<t \leq m\} .
$$

We see that $\mathscr{P}_{m}$ contains pairs of indices which address the blocks in the upper blocktriangle of the matrix $\mathbf{A}$. The set $\mathscr{P}_{m}$ contains $M=m(m-1) / 2$ pairs of indices. Once $n \geq 2$, $m \geq 1$ and $\pi=\left(n_{1}, \ldots, n_{m}\right)$ are given, the function $I$ can be defined in many ways. If $I$ is a periodic function, then $I$ is called periodic pivot strategy. Let $I$ be the periodic (pivot) strategy with period $P$. If $P \geq M(P=M)$ and $\{\mathrm{I}(k): k=0,1, \ldots, P-1\}=\mathscr{P}_{m}$, then I is called quasi-cyclic (cyclic) strategy.

In this paper, we shall use the class of generalized serial strategies which is a subset of the set of cyclic pivot strategies. That class of strategies was introduced in [26] and it includes serial, wavefront and weak-wavefront strategies from [34], then inverses of weakwavefront strategies and all those cyclic strategies that are permutation equivalent to all of them. Hence they include the modulus strategy [29] and some other cyclic strategies that are used for parallel processing. The theory of generalized serial strategies and of their quasicyclic derivatives can be found in [26].

## 3 The Global Convergence

Here we prove the global convergence of the PGEP block Jacobi method under the class of generalized serial strategies. A similar, but somewhat more complicated proof can be made for the corresponding quasi-cyclic strategies from [26].

To measure advancement of the method, one can use quantity $S(A, B)$,

$$
S(A, B)=\left[S^{2}(A)+S^{2}(B)\right]^{1 / 2}, \quad S(H)=\|H-\operatorname{diag}(H)\|_{F},
$$

where $A, B, H$ are square matrices and $\|X\|_{F}$ is the Frobenius norm of $X$. Here diag $(X)$ denotes the diagonal part of $X$. The measure $S(X)$ is referred to as departure from diagonal form or as off-norm of $X$. So, $S(A, B)$ can be called off-norm of the pair $(A, B)$.

In the following definition it is assumed that a block Jacobi method is defined by some partition $\pi$ od $n$.

Definition 3.1 Let $\mathbf{A}$ and $\mathbf{B}$ be symmetric matrices of order $n$ such that $\mathbf{B}$ is positive definite. Let the sequence of matrix pairs $\left(\left(\mathbf{A}^{(k)}, \mathbf{B}^{(k)}\right), k \geq 0\right)$ be generated by applying the block Jacobi method to the pair $(\mathbf{A}, \mathbf{B})$. The block Jacobi method is convergent on $(\mathbf{A}, \mathbf{B})$ if $\mathbf{B}^{(k)} \rightarrow \mathbf{I}_{n}$ and $\mathbf{A}^{(k)} \rightarrow \boldsymbol{\Lambda}$ as $k \rightarrow \infty$, where $\boldsymbol{\Lambda}$ is a diagonal matrix of the eigenvalues of $(\mathbf{A}, \mathbf{B})$. If the block Jacobi method is convergent on every pair $(\mathbf{A}, \mathbf{B})$ then it is globally convergent. The block Jacobi method converges to diagonal form if for every pair ( $\mathbf{A}, \mathbf{B}$ ), $S\left(\mathbf{A}^{(k)}, \mathbf{B}^{(k)}\right) \rightarrow 0$ as $k \rightarrow \infty$.

The global convergence of one-sided block Jacobi methods for solving the GSVD problem is defined using their two-sided counterparts which solve the PGEP with positive definite A and B. So, the result obtained here has a direct application to one-sided block Jacobi methods.

We shall use notation $\sigma_{t}(X)$ for the $t^{\prime}$ th largest singular value of $X$, and $\sigma_{\min }(X)$ for the minimum singular value of $X$. The convergence proof is based on the following general result from [26].

Theorem 3.2 Let $\pi=\left(n_{1}, \ldots, n_{m}\right)$ be a partition of $n$. Let $\mathbf{H}=\left(H_{r t}\right) \neq 0$ be a symmetric matrix of order $n$ partitioned in accordance with $\pi$. Let $\left(\mathbf{H}^{(k)}, k \geq 0\right)$ be the sequence generated by applying a block Jacobi-type process to $\mathbf{H}$,

$$
\mathbf{H}^{(k+1)}=\mathbf{F}_{k}^{T} \mathbf{H}^{(k)} \mathbf{F}_{k}, \quad \mathbf{H}^{(0)}=\mathbf{H}, \quad k \geq 0
$$

Here each $\mathbf{F}_{k}$ is an elementary block matrix defined by the pivot pair $(i(k), j(k))$, where $1 \leq i(k)<j(k) \leq m$. Suppose the following assumptions are satisfied:
(A1) The pivot strategy is generalized serial
(A2) There is a sequence of orthogonal elementary block matrices $\left(\mathbf{U}^{(k)}, k \geq 0\right)$ such that

$$
\lim _{k \rightarrow \infty}\left(\mathbf{F}_{k}-\mathbf{U}_{k}\right)=0
$$

(A3) For the diagonal block $F_{i(k) i(k)}^{(k)}$ of $\mathbf{F}_{k}$ one has

$$
\sigma=\liminf _{k \rightarrow \infty} \sigma^{(k)}>0, \quad \sigma^{(k)}=\sigma_{\min }\left(F_{i(k) i(k)}^{(k)}\right), k \geq 0
$$

(A4)
The sequence $\left(\mathbf{H}^{(k)}, k \geq 0\right)$ is bounded.

Then the following two conditions are equivalent
(i) $\lim _{k \rightarrow \infty} S\left(\hat{\mathbf{F}}_{k}^{T} \hat{\mathbf{H}}^{(k)} \hat{\mathbf{F}}_{k}\right)=0$
(ii) $\quad \lim _{k \rightarrow \infty} S\left(\mathbf{H}^{(k)}\right)=0$.

Proof The theorem is a special case of [25, Corollary 5.3] with $E^{(k)}=0, k \geq 0$.
In Theorem 3.2 the pivot submatrix $\hat{\mathbf{H}}^{(k)}$ does not have to be diagonalized in each step, but the condition (i) has to hold. Such are the norm-reducing methods of Eberlein [14], [15]. That is the reason why we used the term Jacobi-type methods in Theorem 3.2.

We shall apply Theorem 3.2 to the sequences $\left(\mathbf{A}^{(k)}, k \geq 0\right)$ and $\left(\mathbf{B}^{(k)}, k \geq 0\right)$ obtained by the block Jacobi method. To this end we shall prove some preparatory results. First, we want to prove that all matrices $\mathbf{A}^{(k)}, \mathbf{B}^{(k)}$, generated by the method are bounded. That accounts for the assumption $\mathbf{A 4}$ of Theorem 3.2. Then we want to prove that $B_{i(k) j(k)}^{(k)}$ tends to zero as $k$ increases. Once we prove it, the other assertions of Theorem 3.2 will be easy to show.

In the following lemma we use the spectral radius of the matrix pair $(\mathbf{A}, \mathbf{B})$,

$$
\mu=\max _{\lambda \in \sigma(\mathbf{A}, \mathbf{B})}|\lambda|,
$$

where $\sigma(\mathbf{A}, \mathbf{B})$ denotes the spectrum of $(\mathbf{A}, \mathbf{B})$. Here $\mathbf{A}, \mathbf{B}$ are arbitrary symmetric matrices such that $\mathbf{B}$ is positive definite.

Lemma 3.3 Let $\mathbf{A}$ and $\mathbf{B}$ be symmetric matrices of order $n$ such that $\mathbf{B}$ is positive definite. Let the sequences of matrices $\left(\mathbf{A}^{(k)}, k \geq 0\right),\left(\mathbf{B}^{(k)}, k \geq 0\right)$ be generated by applying the block Jacobi method to the pair $(\mathbf{A}, \mathbf{B})$ under an arbitrary pivot strategy. Then the assertions (i)(iii) hold:
(i) The matrices generated by the method are bounded and we have

$$
\begin{equation*}
\left\|\mathbf{B}^{(k)}\right\|_{2}<n, \quad\left\|\mathbf{A}^{(k)}\right\|_{2} \leq \mu\left\|\mathbf{B}^{(k)}\right\|_{2}<n \mu, \quad k \geq 0 \tag{3.1}
\end{equation*}
$$

(ii) For the pivot blocks $B_{i(k) j(k)}^{(k)}$ of $\mathbf{B}^{(k)}$, we have

$$
\lim _{k \rightarrow \infty} B_{i(k) j(k)}^{(k)}=0
$$

(iii) For the transformation matrices $\mathbf{Z}^{(k)}$, we have

$$
\lim _{k \rightarrow \infty}\left(\mathbf{Z}^{(k)}-\mathbf{Q}^{(k)}\right) \rightarrow 0
$$

where $\mathbf{Q}^{(k)}$ are orthogonal elementary block matrices.
Proof (i) The proof of the relation (3.1) is identical to the proof of [27, Lemma 4.1].
(ii) The proof uses the technique from the proof of [27, Proposition 4.1]. So, let $\mathbf{B}^{(k)}=$ $\left(b_{r s}^{(k)}\right), k \geq 0$ and

$$
H\left(\mathbf{B}^{(k)}\right)=\frac{\operatorname{det}\left(\mathbf{B}^{(k)}\right)}{b_{11}^{(k)} b_{22}^{(k)} \cdots b_{n n}^{(k)}}=\operatorname{det}\left(\mathbf{B}^{(k)}\right), \quad k \geq 0
$$

By the Hadamard's inequality we have

$$
0<H\left(\mathbf{B}^{(k)}\right) \leq 1, \quad k \geq 0
$$

Applying the determinant to the equations (2.2) and (2.5), we have

$$
\begin{align*}
\operatorname{det}\left(\mathbf{B}^{(k+1)}\right) & =\operatorname{det}^{2}\left(\mathbf{Z}^{(k)}\right) \operatorname{det}\left(\mathbf{B}^{(k)}\right)  \tag{3.2}\\
1 & =\operatorname{det}^{2}\left(\hat{\mathbf{Z}}^{(k)}\right) \operatorname{det}\left(\hat{\mathbf{B}}^{(k)}\right) . \tag{3.3}
\end{align*}
$$

Using the singular value decomposition of $B_{i j}^{(k)}, B_{i j}^{(k)}=U_{i j}^{(k)} \Sigma_{i j}^{(k)}\left[V_{i j}^{(k)}\right]^{T}$, one obtains

$$
\left[\begin{array}{cc}
I_{n_{i}} & B_{i j}^{(k)}  \tag{3.4}\\
{\left[B_{i j}^{(k)}\right]^{T}} & I_{n_{j}}
\end{array}\right]=\left[\begin{array}{ll}
U_{i j}^{(k)} & \\
& V_{i j}^{(k)}
\end{array}\right]\left[\begin{array}{cc}
I_{n_{i}} & \Sigma_{i j}^{(k)} \\
{\left[\Sigma_{i j}^{(k)}\right]^{T}} & I_{n_{j}}
\end{array}\right]\left[\begin{array}{ll}
{\left[U_{i j}^{(k)}\right]^{T}} & \\
& {\left[V_{i j}^{(k)}\right]^{T}}
\end{array}\right], \quad k \geq 0,
$$

where

$$
\Sigma_{i j}^{(k)}=\operatorname{diag}\left(\sigma_{1}\left(B_{i j}^{(k)}\right), \ldots, \sigma_{\min \left\{n_{i}, n_{j}\right\}}\left(B_{i j}^{(k)}\right)\right), \quad k \geq 0
$$

We conclude that the middle matrix on the right side of (3.4) is positive definite. Hence, for the spectral norm of $B_{i j}^{(k)}$ we have

$$
\left\|B_{i j}^{(k)}\right\|_{2}=\left\|\Sigma_{i j}^{(k)}\right\|_{2}=\sigma_{1}\left(B_{i j}^{(k)}\right)<1, \quad k \geq 0
$$

From (3.4) we also see that the eigenvalues of $\hat{\mathbf{B}}^{(k)}$ are $1 \pm \sigma_{t}\left(B_{i j}^{(k)}\right), 1 \leq t \leq \min \left\{n_{i}, n_{j}\right\}$ and $n_{i}+n_{j}-2 \min \left\{n_{i}, n_{j}\right\}$ eigenvalues are equal to 1 . Therefore, we have

$$
\begin{equation*}
\operatorname{det}\left(\hat{\mathbf{B}}^{(k)}\right)=\left(1-\sigma_{1}^{2}\left(B_{i j}^{(k)}\right)\right) \cdots\left(1-\sigma_{\min \left\{n_{i}, n_{j}\right\}}^{2}\left(B_{i j}^{(k)}\right)\right)<1, \quad k \geq 0 \tag{3.5}
\end{equation*}
$$

Since $\operatorname{det}\left(\mathbf{Z}^{(k)}\right)=\operatorname{det}\left(\hat{\mathbf{Z}}^{(k)}\right)$, from the relation (3.3), we obtain

$$
\begin{equation*}
\left|\operatorname{det}\left(\mathbf{Z}^{(k)}\right)\right|=\frac{1}{\sqrt{\left(1-\sigma_{1}^{2}\left(B_{i j}^{(k)}\right)\right) \cdots\left(1-\sigma_{\min \left\{n_{i}, n_{j}\right\}}^{2}\left(B_{i j}^{(k)}\right)\right)}}>1 . \tag{3.6}
\end{equation*}
$$

From the relations (3.2) and (3.6) we have

$$
\begin{equation*}
H\left(B^{(k)}\right)=\left(1-\sigma_{1}^{2}\left(B_{i j}^{(k)}\right)\right) \cdots\left(1-\sigma_{\min \left\{n_{i}, n_{j}\right\}}^{2}\left(B_{i j}^{(k)}\right)\right) H\left(B^{(k+1)}\right), \quad k \geq 0 \tag{3.7}
\end{equation*}
$$

Recall that $i=i(k), j=j(k), k \geq 0$. From the relations (3.7) and (3.5) we see that $H\left(B^{(k)}\right)$ is an increasing sequence of positive real numbers, bounded above by 1 . Hence it is convergent with limit $\zeta, 0<\zeta \leq 1$. By taking the limit on the both sides of the equation (3.7), after cancelation with $\zeta$, we obtain

$$
\lim _{k \rightarrow \infty}\left(1-\sigma_{1}^{2}\left(B_{i(k) j(k)}^{(k)}\right)\right) \cdots\left(1-\sigma_{\min \left\{n_{i(k)}, n_{j(k)}\right\}}^{2}\left(B_{i(k) j(k)}^{(k)}\right)\right)=1 .
$$

In particular, this implies $\left\|B_{i(k) j(k)}^{(k)}\right\|_{2}=\sigma_{1}\left(B_{i(k) j(k)}^{(k)}\right) \rightarrow 0$ as $k \rightarrow \infty$, which proves the assertion (ii) of the lemma.
(iii) Let

$$
\begin{equation*}
\hat{\mathbf{Z}}^{(k)}=\hat{\mathbf{H}}^{(k)} \hat{\mathbf{Q}}^{(k)}, \quad\left[\hat{\mathbf{H}}^{(k)}\right]^{T}=\hat{\mathbf{H}}^{(k)}, \quad\left[\hat{\mathbf{Q}}^{(k)}\right]^{T} \hat{\mathbf{Q}}^{(k)}=\mathbf{I}_{n_{i}+n_{j}} \tag{3.8}
\end{equation*}
$$

be the polar decomposition of $\hat{\mathbf{Z}}^{(k)}$ with positive definite $\hat{\mathbf{H}}^{(k)}$ and orthogonal $\hat{\mathbf{Q}}^{(k)}$. From the relation (3.8) and $\left[\hat{\mathbf{Z}}^{(k)}\right]^{T} \hat{\mathbf{B}}^{(k)} \hat{\mathbf{Z}}^{(k)}=\mathbf{I}_{n_{i}+n_{j}}$, one obtains $\hat{\mathbf{H}}^{(k)}=\left[\hat{\mathbf{B}}^{(k)}\right]^{-1 / 2}$ and

$$
\sigma\left(\hat{\mathbf{H}}^{(k)}\right)=\left\{\frac{1}{\sqrt{1 \pm \sigma_{1}\left(B_{i j}^{(k)}\right)}}, \ldots, \frac{1}{\sqrt{1 \pm \sigma_{\min \left\{n_{i}, n_{j}\right\}}\left(B_{i j}^{(k)}\right)}}, 1, \ldots, 1\right\}
$$

Here $\sigma\left(\hat{\mathbf{H}}^{(k)}\right)$ is the spectrum of $\hat{\mathbf{H}}^{(k)}$ and it contains exactly $n_{i}+n_{j}-2 \min \left\{n_{i}, n_{j}\right\}$ ones. Let $\mathbf{Z}^{(k)}=\mathscr{E}\left(i(k), j(k) ; \hat{\mathbf{Z}}^{(k)}\right)$ and $\mathbf{Q}^{(k)}=\mathscr{E}\left(i(k), j(k) ; \hat{\mathbf{Q}}^{(k)}\right)$. Then we have

$$
\begin{aligned}
\left\|\mathbf{Z}^{(k)}-\mathbf{Q}^{(k)}\right\|_{2} & =\left\|\hat{\mathbf{Z}}^{(k)}-\hat{\mathbf{Q}}^{(k)}\right\|_{2}=\left\|\left(\hat{\mathbf{H}}^{(k)}-\mathbf{I}_{n_{i}+n_{j}}\right) \hat{\mathbf{Q}}^{(k)}\right\|_{2}=\left\|\hat{\mathbf{H}}^{(k)}-\mathbf{I}_{n_{i}+n_{j}}\right\|_{2} \\
& =\frac{1}{\sqrt{1-\sigma_{1}\left(B_{i(k) j(k)}^{(k)}\right)}}-1=\frac{\sigma_{1}\left(B_{i(k) j(k)}^{(k)}\right)}{1-\sigma_{1}\left(B_{i(k) j(k)}^{(k)}\right)+\sqrt{1-\sigma_{1}\left(B_{i(k) j(k)}^{(k)}\right)}} .
\end{aligned}
$$

By (ii) we have $B_{i(k) j(k)}^{(k)} \rightarrow 0$ as $k \rightarrow \infty$. Hence $\sigma_{1}\left(B_{i(k) j(k)}^{(k)}\right) \rightarrow 0$ and $\left\|\mathbf{Z}^{(k)}-\mathbf{Q}^{(k)}\right\|_{2} \rightarrow 0$ as $k \rightarrow \infty$. This proves the assertion (iii) of the lemma.

In order to satisfy the condition (A3) of Theorem 3.2 the block Jacobi method can be modified in a similar way as it was suggested in [10] and [25] for other block Jacobi methods.

Suppose $\hat{\mathbf{Z}}^{(k)}$ is the pivot submatrix computed by some kernel algorithm in step $k$. Then equations (2.4) and (2.5) hold. If $\hat{\mathbf{Z}}^{(k)}$ is replaced by $\hat{\mathbf{Z}}^{(k)} \hat{\mathbf{P}}^{(k)}$ where $\hat{\mathbf{P}}^{(k)}$ is some permutation matrix then the right-hand side of the equation (2.5) does not change, while the one of the equation (2.4) has to be replaced by $\left[\hat{\mathbf{P}}^{(k)}\right]^{T} \operatorname{diag}\left(\Lambda_{i i}^{(k)}, \Lambda_{j j}^{(k)}\right) \hat{\mathbf{P}}^{(k)}$, which is again a diagonal matrix. So, we would like to replace each $\hat{\mathbf{Z}}^{(k)}$ by $\hat{\mathbf{Z}}^{(k)} \hat{\mathbf{P}}^{(k)}$ in such a way that the condition (A3) is satisfied.

We shall use notation

$$
\hat{\mathbf{Z}}^{(k)}=\left[\begin{array}{cc}
Z_{i i}^{(k)} & Z_{i j}^{(k)} \\
Z_{j i}^{(k)} & Z_{j j}^{(k)}
\end{array}\right], \quad \tilde{\mathbf{Z}}^{(k)}=\hat{\mathbf{Z}}^{(k)} \hat{\mathbf{P}}^{(k)}=\left[\begin{array}{cc}
\tilde{Z}_{i i}^{(k)} & \tilde{Z}_{i j}^{(k)} \\
\tilde{Z}_{j i}^{(k)} & \tilde{Z}_{j j}^{(k)}
\end{array}\right], \quad k \geq 0
$$

The goal is to find, under acceptable computational cost, permutation matrices $\hat{\mathbf{P}}^{(k)}$ such that

$$
\sigma_{\text {min }}\left(\tilde{Z}_{i(k) i(k)}^{(k)}\right) \geq f\left(n_{i(k)}, n_{j(k)}\right) \geq f_{1}(\pi) \geq f_{2}(n)>0, \quad k \geq k_{0}
$$

Here $k_{0}$ is a positive integer and $f_{1}, f_{2}$ are functions that do not depend on $k$.
By Lemma 3.3(iii) we have

$$
\begin{equation*}
\hat{\mathbf{Z}}^{(k)}=\hat{\mathbf{Q}}^{(k)}+\hat{\mathbf{E}}^{(k)}, \quad \lim _{k \rightarrow \infty} \hat{\mathbf{E}}^{(k)}=0 \tag{3.9}
\end{equation*}
$$

Since each $\hat{\mathbf{Q}}^{(k)}$ is orthogonal, we have $\lim _{k \rightarrow \infty}\left\|\hat{\mathbf{Z}}^{(k)}\right\|_{2}^{2}=1$.
For $k \geq 0$, let $\mathbf{R}^{(k)}$ be any matrix with orthonormal rows and $n_{i(k)}+n_{j(k)}$ columns. Then $\left\|\mathbf{R}^{(k)} \hat{\mathbf{Q}}^{(k)}\right\|_{F}^{2}=\left\|\mathbf{R}^{(k)}\right\|_{F}^{2}$ equals number of rows of $\mathbf{R}^{(k)}$, which is not larger than $n_{i(k)}+n_{j(k)}$. Furthermore, for any orthogonal matrices $\hat{\mathbf{V}}_{1}^{(k)}$ and $\hat{\mathbf{V}}_{2}^{(k)}$ of order $n_{i(k)}+n_{j(k)}$, we have

$$
\left\|\mathbf{R}^{(k)}\left(\hat{\mathbf{V}}_{1}^{(k)} \hat{\mathbf{Z}}^{(k)} \hat{\mathbf{V}}_{2}^{(k)}\right)\right\|_{F}=\left\|\mathbf{R}^{(k)} \hat{\mathbf{V}}_{1}^{(k)} \hat{\mathbf{Z}}^{(k)}\right\|_{F}, \quad\left\|\mathbf{R}^{(k)}\left(\hat{\mathbf{V}}_{1}^{(k)} \hat{\mathbf{Q}}^{(k)} \hat{\mathbf{V}}_{2}^{(k)}\right)\right\|_{F}=\left\|\mathbf{R}^{(k)}\right\|_{F}, \quad k \geq 0
$$

Hence

$$
\begin{equation*}
\lim _{k \rightarrow \infty}\left(\left\|\mathbf{R}^{(k)}\left(\hat{\mathbf{V}}_{1}^{(k)} \hat{\mathbf{Z}}^{(k)} \hat{\mathbf{V}}_{2}^{(k)}\right)\right\|_{F}^{2}-\left\|\mathbf{R}^{(k)}\right\|_{F}^{2}\right)=0 \tag{3.10}
\end{equation*}
$$

Now, let us consider special matrices $\mathbf{R}^{(k)}$. For each $k \geq 0$, let $\left[e_{1}^{(k)}, \ldots, e_{n_{i(k)}+n_{j(k)}}^{(k)}\right]$ be the column partition of $\mathbf{I}_{n_{i(k)}+n_{j(k)}}$ and $\mathbf{G}_{r}^{(k)}=\left[e_{r}^{(k)}, e_{r+1}^{(k)}, \ldots, e_{n_{i(k)}}^{(k)}\right], 1 \leq r \leq n_{i(k)}$.

Let $\varepsilon_{k}>0$ be defined by

$$
\varepsilon_{k}^{2}=\max _{1 \leq r \leq n_{i(k)}}\left|\left\|\left[\mathbf{G}_{r}^{(k)}\right]^{T} \hat{\mathbf{Z}}^{(k)}\right\|_{F}^{2}-\left(n_{i(k)}-r+1\right)\right|, \quad k \geq 0
$$

From the relation (3.10), we have

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \varepsilon_{k}=0 \tag{3.11}
\end{equation*}
$$

The definition of $\varepsilon_{k}$ implies

$$
\begin{equation*}
\left(n_{i(k)}-r+1\right)-\varepsilon_{k}^{2} \leq\left\|\left[\mathbf{G}_{r}^{(k)}\right]^{T} \hat{\mathbf{Z}}^{(k)}\right\|_{F}^{2} \leq\left(n_{i(k)}-r+1\right)+\varepsilon_{k}^{2}, \quad 1 \leq r \leq n_{i(k)}, \quad k \geq 0 \tag{3.12}
\end{equation*}
$$

Let $\eta>0$ be the smallest positive solution of the equation

$$
\left(2-\eta^{2}\right)\left(3-\eta^{2}\right) \cdots\left(n-\eta^{2}\right)=\frac{n!}{1+\eta}
$$

Then for any $\zeta, 0<\zeta<\eta$, we have $\left(1-\zeta^{2}\right)\left(2-\zeta^{2}\right) \cdots\left(n_{t}-\zeta^{2}\right)>n!\cdot(1-\zeta)$ and that implies

$$
\begin{equation*}
\left(1-\zeta^{2}\right)\left(2-\zeta^{2}\right) \cdots\left(n_{t}-\zeta^{2}\right)>n_{t}!\cdot(1-\zeta), \quad 0<\zeta<\eta, \quad 1 \leq n_{t} \leq n, \quad 1 \leq t \leq m \tag{3.13}
\end{equation*}
$$

Here $n_{t}$ is from the partition $\pi=\left(n_{1}, \ldots, n_{m}\right)$. From the relations (3.11), (3.12) and (3.13) we conclude that there exists $k_{0} \geq 0$ such that

$$
\begin{equation*}
1-\varepsilon_{k}^{2} \leq\left\|\hat{\mathbf{Z}}^{(k)}\right\|_{2}^{2} \leq 1-\varepsilon_{k}^{2},\left(1-\varepsilon_{k}^{2}\right)\left(2-\varepsilon_{k}^{2}\right) \cdots\left(n_{i(k)}-\varepsilon_{k}^{2}\right)>n_{i(k)}!\cdot\left(1-\varepsilon_{k}\right), k \geq k_{0} \tag{3.14}
\end{equation*}
$$

In the following lemma, we derive estimates related to step $k$ of the block Jacobi method when $k \geq k_{0}$. We shall omit $k$ and denote the pivot indices by $i, j$, and $\hat{\mathbf{Z}}^{(k)}, \hat{\mathbf{Q}}^{(k)}, \varepsilon_{k}$ by $\hat{\mathbf{Z}}$, $\hat{\mathbf{Q}}, \varepsilon$, respectively.

## Lemma 3.4 Let

$$
\hat{\mathbf{Z}}=\left[\begin{array}{l}
Z_{i i} Z_{i j} \\
Z_{j i} Z_{j j}
\end{array}\right], \quad 1-\varepsilon^{2} \leq\|\hat{\mathbf{Z}}\|_{2}^{2} \leq 1+\varepsilon^{2},\left(1-\varepsilon^{2}\right)\left(2-\varepsilon^{2}\right) \cdots\left(n_{i}-\varepsilon^{2}\right)>n_{i}!\cdot(1-\varepsilon) .
$$

Let $\hat{\mathbf{P}}$ be the permutation matrix from the $Q R$ factorization with column pivoting of $\left[Z_{i i} Z_{i j}\right]$ and let

$$
\left[\tilde{Z}_{i i} \tilde{Z}_{i j}\right]=\left[Z_{i i} Z_{i j}\right] \hat{\mathbf{P}}=W\left[R_{i i} R_{i j}\right], \quad W^{T} W=I_{n_{i}}, \quad R_{i i} \text { is upper-triangular. }
$$

Then

$$
\begin{equation*}
\sigma_{m i n}^{2}\left(\tilde{Z}_{i i}\right)=\sigma_{n_{i}}^{2}\left(\tilde{Z}_{i i}\right)=\sigma_{n_{i}}^{2}\left(R_{i i}\right) \geq \frac{1-\varepsilon}{\left(1+\varepsilon^{2}\right)^{n_{i}-1}} /\binom{n_{i}+n_{j}}{n_{i}} . \tag{3.15}
\end{equation*}
$$

Proof The first two equalities in the relation (3.15) are trivial. To prove the inequality, we apply the QR factorization algorithm with Householder reflectors to $\left[Z_{i i}, Z_{i j}\right]$. The algorithm consists of $n_{i}$ steps. The whole process is described by the matrix equation

$$
\left[\begin{array}{ll}
I_{n_{i}-1} &  \tag{3.16}\\
& -1
\end{array}\right] \cdots\left[\begin{array}{ll}
1 & \\
& H_{n_{i}-1}
\end{array}\right] H_{n_{i}}\left[Z_{i i} Z_{i j}\right] I_{11^{\prime}} I_{22^{\prime}} \cdots I_{n_{i} n_{i}^{\prime}}=\left[R_{i i} R_{i j}\right] .
$$

Here $I_{r r^{\prime}}$ is the transposition matrix with $r^{\prime} \in\left\{r, r+1 \ldots, n_{i}+n_{j}\right\}$ and $R_{i i}$ is upper-triangular.
In the first step, the algorithm finds the column of largest Euclidean norm of $\left[Z_{i i} Z_{i j}\right]$. It is subscripted $1^{\prime}$. Then the algorithm switches the columns 1 and $1^{\prime}$ and applies the Householder reflector $H_{n_{i}}$ from the left side. From the relation (3.12) we obtain by assuming $r=1$,

$$
\mathbf{G}_{1}^{T} \hat{\mathbf{Z}}^{(k)}=\left[Z_{i i} Z_{i j}\right], \quad\left\|\left[Z_{i i} Z_{i j}\right]\right\|_{F}^{2} \geq n_{i}-\varepsilon^{2} .
$$

Since $\left[Z_{i i} Z_{i j}\right]$ has $n_{i}+n_{j}$ columns, we obtain

$$
\left|\left(R_{i i}\right)_{11}\right|^{2}=\left\|\left[Z_{i i} Z_{i j}\right] e_{1^{\prime}}\right\|_{2}^{2} \geq \frac{n_{i}-\varepsilon^{2}}{n_{j}+n_{i}} .
$$

In the second step the algorithm works with the matrix $\mathbf{G}_{2}^{T} H_{n_{i}}\left[Z_{i i} Z_{i j}\right] I_{11^{\prime}}$. It finds the column of largest norm and switches it with the second column. From the relations (3.10) and (3.12) we obtain, by assuming $\hat{\mathbf{V}}_{1}=H_{n_{i}}, \hat{\mathbf{V}}_{2}=I_{11^{\prime}}$ and $r=2$,

$$
\left\|\mathbf{G}_{2}^{T} H_{n_{i}}\left[Z_{i i} Z_{i j}\right] I_{11^{\prime}}\right\|_{F}^{2} \geq\left(n_{i}-1\right)-\varepsilon^{2} .
$$

Since $\mathbf{G}_{2}^{T} H_{n_{i}}\left[Z_{i i}, Z_{i j}\right] I_{11^{\prime}}$ has $n_{j}+n_{i}-1$ nontrivial columns, we obtain

$$
\left|\left(R_{i i}\right)_{22}\right|^{2} \geq \frac{n_{i}-1-\varepsilon^{2}}{n_{j}+n_{i}-1} .
$$

Continuing this procedure, we obtain

$$
\begin{equation*}
\left|\left(R_{i i}\right)_{t t}\right|^{2} \geq \frac{n_{i}-(t-1)-\varepsilon^{2}}{n_{j}+n_{i}-t+1}, \quad 1 \leq t \leq n_{i} \tag{3.17}
\end{equation*}
$$

Applying the determinant to $R_{i i}$ and to the singular value decomposition of $R_{i i}$, we have

$$
\begin{aligned}
\sigma_{1}^{2}\left(R_{i i}\right) \cdots \sigma_{n_{i}}^{2}\left(R_{i i}\right) & =\operatorname{det}^{2}\left(R_{i i}\right)=\left|\left(R_{i i}\right)_{11}\right|^{2} \cdots\left|\left(R_{i i}\right)_{n_{i} n_{i}}\right|^{2} \geq \frac{\left(n_{i}-\varepsilon^{2}\right) \cdots\left(2-\varepsilon^{2}\right)\left(1-\varepsilon^{2}\right)}{\left(n_{j}+n_{i}\right) \cdots\left(n_{j}+2\right)\left(n_{j}+1\right)} \\
& =\frac{n_{i}!(1-\varepsilon)}{\left(n_{i}+n_{j}\right)!/ n_{j}!}=(1-\varepsilon) /\binom{n_{i}+n_{j}}{n_{i}} .
\end{aligned}
$$

Here we used (3.17) and the assumptions of the lemma (which are based on the relation (3.14)). Since

$$
\sigma_{1}^{2}\left(R_{i i}\right) \cdots \sigma_{n_{i}-1}^{2}\left(R_{i i}\right) \leq \sigma_{1}^{2\left(n_{i}-1\right)}\left(R_{i i}\right) \leq\left(1+\varepsilon^{2}\right)^{n_{i}-1}
$$

we obtain

$$
\sigma_{n_{i}}^{2}\left(R_{i i}\right) \geq \frac{1-\varepsilon}{\left(1+\varepsilon^{2}\right)^{n_{i}-1}} /\binom{n_{i}+n_{j}}{n_{i}},
$$

which completes the proof of the lemma.
With $n \geq 2, m \geq 2$ and the partition $\pi=\left(n_{1}, \ldots, n_{m}\right)$, we associate numbers $v_{\pi}$ and $\tilde{v}_{n}$ for which we have

$$
v_{\pi} \equiv\left[\max _{r<t}\binom{n_{r}+n_{t}}{n_{r}}\right]^{-1} \geq\left[\binom{n}{[n / 2]}\right]^{-1} \equiv \tilde{v}_{n} .
$$

Here $[n / 2]$ is the largest integer smaller than or equal to $n / 2$. From Lemma 3.4 we obtain

$$
\sigma_{\min }^{2}\left(\tilde{Z}_{i(k) i(k)}^{(k)}\right) \frac{\left(1+\varepsilon_{k}^{2}\right)^{n_{i(k)-1}}}{1-\varepsilon_{k}} \geq\left[\binom{n_{i(k)}+n_{j(k)}}{n_{i(k)}}\right]^{-1} \geq\left[\max _{r<t}\binom{n_{r}+n_{t}}{n_{r}}\right]^{-1}=v_{\pi} \quad k \geq k_{0}
$$

By letting $k \rightarrow \infty$, we have

$$
\begin{equation*}
\liminf _{k \rightarrow \infty} \sigma_{\text {min }}\left(\tilde{Z}_{i(k) i(k)}^{(k)}\right) \geq v_{\pi} \geq \tilde{v}_{n} \tag{3.18}
\end{equation*}
$$

Remark 3.5 In real computation, we shall have $n_{1}=n_{2}=\cdots=n_{m-1}=\lfloor n / m\rfloor, n_{m} \leq n_{1}$. Hence the lower bound will be

$$
v_{\pi}=\left[\binom{2 n_{1}}{n_{1}}\right]^{-1} \gg \tilde{v}_{n}
$$

Remark 3.6 To decrease the computational cost, we can modify the algorithm which determines the permutation matrix $\hat{\mathbf{P}}$. It can work with the block row of $\hat{\mathbf{Z}}$ which has fewer rows. If in the proof of Lemma 3.4 we have $n_{j}<n_{i}$, the algorithm can work with the block-row [ $\left.Z_{j i}, Z_{j j}\right]$. Then it reduces $Z_{j j}$ to a lower-triangular matrix with positive diagonal elements. Instead of the relation (3.16) we shall have

$$
\left[\begin{array}{cc}
-1 & \\
& I_{n_{i}-1}
\end{array}\right] \cdots\left[\begin{array}{ll}
H_{n_{i}-1} & \\
& \\
&
\end{array}\right] H_{n_{i}}\left[\begin{array}{ll}
Z_{j i} & Z_{j j}
\end{array}\right] I_{n_{i}+n_{j}, 1^{\prime}} \cdots I_{n_{i}+1, n_{j}^{\prime}}=\left[\begin{array}{ll}
L_{j i} & L_{j j}
\end{array}\right]
$$

where $L_{j j}$ is lower-triangular with nondecreasing diagonal elements. In the first step the algorithm produces zeros in the last column of $\left[Z_{j i}, Z_{j j}\right]$ and then it proceeds in an obvious way. We shall generally have $r^{\prime} \in\left[1, n_{i}+n_{j}-r+1\right], r=1,2, \ldots, n_{j}$. Although the lower bound for $\sigma_{\text {min }}\left(L_{j j}\right)$ will be the same as earlier, the gain is in smaller computational cost.

As a final note, instead of reducing $Z_{j j}$ to the lower-triangular matrix, the algorithm can reduce it to the upper-triangular matrix. The obtained bound is the same.

Now we can prove the main result of the paper.
Theorem 3.7 The block Jacobi method converges to diagonal form under the class of generalized serial pivot strategies provided the condition

$$
\begin{equation*}
\liminf _{k \rightarrow \infty} \sigma_{\min }\left(Z_{i(k) i(k)}^{(k)}\right)>0 \tag{3.19}
\end{equation*}
$$

holds. The block method is globally convergent if the kernel algorithm is any convergent HZ or CJ method.

Proof Let A and $\mathbf{B}$ be symmetric matrices such that $\mathbf{B}$ is positive definite. Let us apply the block Jacobi method to $(\mathbf{A}, \mathbf{B})$ under some generalized serial strategy, thus obtaining the sequence of matrix pairs $\left(\left(\mathbf{A}^{(k)}, \mathbf{B}^{(k)}\right), k \geq 0\right)$. To prove

$$
\begin{equation*}
\lim _{k \rightarrow \infty} S\left(\mathbf{A}^{(k)}, \mathbf{B}^{(k)}\right)=0 \tag{3.20}
\end{equation*}
$$

we apply Theorem 3.2 to the sequences $\left(\mathbf{A}^{(k)}, k \geq 0\right),\left(\mathbf{B}^{(k)}, k \geq 0\right)$ and show

$$
\begin{equation*}
\lim _{k \rightarrow \infty} S\left(\mathbf{A}^{(k)}\right)=0, \quad \lim _{k \rightarrow \infty} S\left(\mathbf{B}^{(k)}\right)=0 \tag{3.21}
\end{equation*}
$$

The first condition (A1) of Theorem 3.2 is just selection of the pivot strategy. Hence it is satisfied for both sequences $\left(\mathbf{A}^{(k)}, k \geq 0\right)$ and $\left(\mathbf{B}^{(k)}, k \geq 0\right)$.

From Lemma 3.3(iii) we see that condition (A2) of Theorem 3.2 is satisfied for both sequences.

The condition (A3) of Theorem 3.2 is satisfied for the sequences $\left(\mathbf{A}^{(k)}, k \geq 0\right)$ and $\left(\mathbf{B}^{(k)}, k \geq 0\right)$ because it is just the assumption (3.19) of the theorem.

From Lemma 3.3(i) we see that both sequences $\left(\mathbf{A}^{(k)}, k \geq 0\right)$ and $\left(\mathbf{B}^{(k)}, k \geq 0\right)$ are bounded, so the condition (A4) of Theorem 3.2 holds for these sequences of matrices.

Finally, from relations (2.4) and (2.5) we see that

$$
S\left(\left[\hat{\mathbf{Z}}^{(k)}\right]^{T} \hat{\mathbf{A}}^{(k)} \hat{\mathbf{Z}}^{(k)}\right)=0, \quad\left[\hat{\mathbf{Z}}^{(k)}\right]^{T} \hat{\mathbf{B}}^{(k)} \hat{\mathbf{Z}}^{(k)}=\mathbf{I}_{\left.n_{i(k)}\right)^{n_{j(k)}}}, \quad k \geq 0 .
$$

Hence the condition (i) of Theorem 3.2 is satisfied for both sequences.
We conclude that the condition (ii) of Theorem 3.2 holds for both sequences, which means that the relation (3.21) and consequently the relation (3.20) holds.

To prove the second assertion of the theorem, we have to clarify how the block method operates on matrices $\mathbf{A}^{(k)}=\left(A_{r t}^{(k)}\right), \mathbf{B}^{(k)}=\left(B_{r t}^{(k)}\right)$ in step $k$. First, the kernel algorithm computes matrices $\Lambda_{i(k) i(k)}^{(k)}, \Lambda_{j(k) j(k)}^{(k)}$ and $\hat{\mathbf{Z}}^{(k)}$. Then the block method updates the off-blockdiagonal blocks of $\mathbf{A}^{(k)}: A_{r i(k)}^{(k)}, A_{r j(k)}^{(k)}, A_{i(k) r}^{(k)}, A_{j(k) r}^{(k)}, r \notin\{i(k), j(k)\}$, and similar for $\mathbf{B}^{(k)}$.

In [27] the global convergence of the HZ and CJ methods has been proved under the class of generalized serial strategies. As part of the proof, it has been proved that for small enough $S\left(\hat{\mathbf{A}}^{(k)}, \hat{\mathbf{B}}^{(k)}\right)$ the diagonal elements of $\hat{\mathbf{A}}^{(k)}$ cannot change their affiliation with the eigenvalues of the initial pair. In another words, in the final stage of the block process, the kernel algorithm cannot change affiliation of the diagonal elements.

This fact together with $\lim _{k \rightarrow \infty} S\left(\mathbf{A}^{(k)}, \mathbf{B}^{(k)}\right)=0$ means that the block method is globally convergent.

We have shown that any block Jacobi method can be modified to satisfy the condition (3.19) (see the derivation of the relation (3.18)). Hence it can be made convergent to diagonal form or globally convergent (depending on the kernel algorithm), under an arbitrary generalized serial strategy.

If we require that the kernel algorithm orders the diagonal elements of diag $\left(\Lambda_{i i}^{(k)}, \Lambda_{j j}^{(k)}\right)$ from the relation (2.4) in some fixed monotone ordering, then one can use ideas from the proof of [26, Theorem 2.10] to try to prove the global convergence. However, this is of less importance. In practice it is irrelevant in which order the eigenpairs of $(\mathbf{A}, \mathbf{B})$ are collected after the process has been terminated.

## 4 Conclusions and Future Work

In this paper, we have proved the global convergence of the block Jacobi method for the PGEP under the class of generalized serial pivot strategies from [26]. This is the first global convergence proof of some block Jacobi method for the generalized eigenvalue problem. Because of its efficiency [32] this block method is the method of choice for solving the PGEP with large matrices A and B.

Future work, which is underway, will prove the global convergence of the complex PGEP block Jacobi method. For this research, one has to generalize many results from [26] to hold for the complex block Jacobi method. Since both real and complex block Jacobi methods compute accurately the eigenvalues of the corresponding PGEP, it is an open problem to prove the high relative accuracy of those methods in the case of positive definite matrices A and B. Finally, an open problem is to prove the asymptotic quadratic convergence of those block methods.
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