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On the Global Convergence of the Jacobi Method
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The paper is concerned with the global convergence of the Jacobi method for symmetric matrices under a special class of
cyclic pivot strategies. That class generalizes the well-known class of serial strategies.
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1 Introduction

Jacobi method for solving the eigenproblem of symmetric matrices is an iterative process of the form

A(k+1) = RT
k A

(k)Rk, k ≥ 0; A(0) = A. (1)

HereA is a real symmetric matrix of ordern andRk = R(i(k), j(k), ϕk) are plane rotations, whereR(p, q, φ) stands for the
rotation in the(p, q)-plane by the angleφ. The goal of thek-th step of the method is to minimize the off-norm ofA(k), which
is the Frobenius norm of the off-diagonal part ofA(k). Actually, we shall use the measureS(X) = ‖X − diag(X)‖F /

√
2.

In order to achieve that, the rotation angleϕk of Rk is chosen to annihilatea(k)
i(k),j(k), i(k) < j(k), thepivot elementof A(k).

This choice reducesS2(A(k)) by |a(k)
i(k),j(k)|2 and makes a known formula fortan 2ϕk. We assume that|ϕk| ≤ π/4 for all

k ≥ 0.
Selection of the pivot elements is determined bypivot strategy, which we identify with a functionI : N0 → Pn, where

N0 = {0, 1, . . .} andPn =
{

(i, j)
∣

∣ 1 ≤ i < j ≤ n
}

. If there isT ∈ N such thatI(k+ T ) = I(k), k ≥ 0, I is periodicwith

periodT . In addition, ifT = N ≡ n(n−1)
2 and{I(k)

∣

∣ 0 ≤ k ≤ N − 1} = Pn, the pivot strategy iscyclic. Cyclic (pivot)
strategies are important because they ensure the quadraticasymptotic convergence of the method under certain additional
conditions (see [3]).

The Jacobi method is known for its high relative accuracy on well behaved matrices and efficiency on parallel computers.
The method is globally convergent if, for any initialA(0), the sequenceA(k) generated by (1) converges to some diagonal
matrix. This condition is equivalent to the convergence ofS(A(k)) to zero. The global convergence of the Jacobi method
has been studied in many papers, of which we mention [2, 4, 7–9]. For the cyclic pivot strategies considered here, the global
convergence result shall be given in the stronger form

S2(A′) ≤ γnS
2(A), 0 ≤ γn < 1, γn is a constant which may depend onn and not onA,

whereA′ is the matrix obtained fromA after one cycle of the Jacobi method. Such a result combined with the theory of Jacobi
annihilators and operators can be used for proving the global convergence of other Jacobi-type methods [4,6].

The choice of the pivot strategy plays an essential role in the global convergence consideration of the symmetric Jacobi
method. Here we present four classes of cyclic pivot strategies which emerge from the well known column- and row-cyclic
strategies and also their generalization. They have been used in [1,5] in the context of the block Jacobi methods. In thisshort
communication, we describe them for the element-wise method and formulate an appropriate convergence result.

The paper is divided into three sections. In Section 2 we define the serial pivot strategies with permutations and formulate
the appropriate global convergence result. In Section 3 we briefly show how that class of “convergent” pivot orderings can be
enlarged.

2 Serial pivot strategies with permutations

LetO(Pn) denote the set of all orderings ofPn. An ordering ofPn is a sequence of pairs of lengthN , containing all elements
of Pn. For a given cyclic strategyI, pivot orderingis the sequenceOI = (i(0), j(0)), (i(1), j(1)), . . . , (i(N−1), j(N−1)) ∈
O(Pn). Conversely, for a given orderingO = (i0, j0), (i1, j1), . . . ,(iN−1, jN−1) ∈O(Pn), the cyclic strategyIO defined
byO is defined byIO(k) = (iτ(k), jτ(k)), where0 ≤ τ(k) ≤ N − 1 andk ≡ τ(k)(mod N), k ≥ 0.

LetO = (i0, j0), (i1, j1), . . . ,(iN−1, jN−1)∈O(Pn). Its reverse orderingis defined asO← = (iN−1, jN−1), . . . ,(i1, j1),
(i0, j0) ∈O(Pn). We also say that pivot strategyI←

O
= IO← is reverse toIO.
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Starting from the column-wise ordering ofPn, we modify it in such a way that within each column the pivot elements
can be taken in an arbitrary order. This means that such orderings start with the position(1, 2), continue with the pairs which
address positions of the third column, then of the forth column, and so on, until then-th column. LetΠ(l1,l2) denote the set of
all permutations of the set{l1, l1 + 1, . . . , l2}. We define the class ofcolumn-wise orderings with permutationsas

C(n)c =
{

O ∈O(Pn)
∣

∣ O = (1, 2), (π3(1), 3), (π3(2), 3), . . . , (πn(1), n), . . . , (πn(n− 1), n), πj ∈ Π(1,j−1), 3 ≤ j ≤ n
}

.

In a similar way, we modify the set of row-wise orderings ofPn. We obtain the class ofrow-wise orderings with permutations,
which is defined by

C(n)r =
{

O ∈O(Pn)
∣

∣O = (n−1, n), (n−2, τn−2(n−1)), (n−2, τn−2(n)), . . . , (1, τ1(n)), τi ∈ Π(i+1,n), 1 ≤ i ≤ n−2
}

.

The other two classes of orderings with permutations are defined using reverse orderings,
←−Cc(n) =

{

O ∈O(Pn)
∣

∣ O← ∈ C(n)c

}

,
←−Cr(n) =

{

O ∈O(Pn)
∣

∣ O← ∈ C(n)r

}

.

In other words, the orderings from
←−Cc(n) (

←−Cr(n)) take the pivot elements column-by-column (row-by-row) from right to left
(top to bottom), with permutations inside columns (rows). By

C(n)sp = C(n)c ∪←−Cc(n) ∪ C(n)r ∪←−Cr(n)

we denote the set of serial orderings with permutations. Thefollowing global convergence result (and its generalization to the
block Jacobi method) is proved in [1,5].

Theorem 2.1 LetA be a symmetric matrix of ordern,O ∈ C(n)sp , and letA′ be obtained fromA after applying one sweep
of the cyclic Jacobi method defined by the strategyIO, with rotation angles from the interval[−π

4 ,
π
4 ]. Then there is a constant

γn depending only onn, such that

S2(A′) ≤ γnS
2(A), 0 ≤ γn < 1.

3 Generalized serial orderings

The class of “convergent” orderingsC(n)sp can be considerably extended using equivalence relations on the setO(Pn).
An admissible transpositiononO ∈O(Pn) is any transposition of two adjacent terms(ir, jr), (ir+1, jr+1) ofO, provided

that{ir, jr} and{ir+1, jr+1} are disjoint. Two orderingsO,O′ ∈O(Pn) are:(i) equivalent(we writeO ∼ O′) if one can be
obtained from the other using a finite number of admissible transpositions;(ii) shift-equivalent(O s∼ O′) if O = [O1,O2] and
O′ = [O2,O1], where[ , ] stands for the concatenation;(iii) weakly equivalent(O w∼ O′) if there areOi ∈O(Pn), 0 ≤ i ≤ r,
such that in the sequenceO = O0,O1, . . . ,Or = O′ every two adjacent terms are equivalent or shift-equivalent. Furthermore,
two orderingsO,O′ ∈O(Pn) arepermutation equivalent(O p∼ O′) if there is a permutationp of the set{1, 2, . . . , n} such
thatO′ = (p(i0), p(j0)), (p(i1), p(j1)), . . . , (p(iN−1), p(jN−1)) provided thatO = (i0, j0), (i1, j1), . . . , (iN−1, jN−1). It
is easy to check that∼,

s∼,
w∼ and

p∼ are equivalence relations. Two cyclic pivot strategiesIO andIO′ are equivalent, shift-
equivalent, weakly equivalent, permutation equivalent ifthe same holds for their pivot orderingsO andO′, respectively.

Having all these tools, we define the set ofgeneralized serial orderingsofO(Pn) as follows,

C(n)sg =
{

O ∈O(Pn)
∣

∣ O p∼ O′ w∼ O′′ or O w∼ O′ p∼ O′′, O′′ ∈ C(n)sp

}

.

It has been proved in [5] that Theorem 2.1 holds in a slightly weaker form if the assumptionO ∈ C(n)sp is replaced by

O ∈ C(n)sg . In addition, such a result holds not only for the element-wise method, but also for the block Jacobi method. This
enables us to prove the global convergence of other cyclic (element-wise or block) Jacobi-type methods, such asJ-Jacobi,
Falk-Langemeyer, Hari-Zimmermann, Paardekooper method etc., for orderings fromC(n)sg .
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