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SOME CONSTRUCTIONS OF LCD CODES OVER Z4

Ana Grbac and Andrea Švob

University of Rijeka, Croatia

Abstract. In this paper, we consider linear codes with complemen-
tary duals over the ring of integers modulo 4. These codes are defined as

linear codes that are intersecting their duals trivially and shortly called

LCD codes. We focus on some constructions of LCD codes using the ad-
jacency matrices of two-class association schemes.

1. Introduction

Nowadays, codes over rings are gaining a lot of attention. For example,
see [6, 13, 22]. In [5], the authors gave a construction of self-dual codes over
finite fields and over commutative rings, from two-class association schemes,
generalizing Gaborit’s construction of quadratic double circulant codes given
in [7]. Further, in [2], the authors use two-class association schemes to con-
struct linear codes with complementary duals (LCD codes) over the finite
fields. LCD codes were introduced by Massey in [16] and further developed
and studied by many authors. For example, see [12, 23]. One of the reasons
why these type of codes are interesting to study, is that LCD codes meet the
asymptotic Gilbert-Varshamov bound (see [19]). Although LCD codes over
finite fields have been extensively studied so far, there are no many research
on LCD codes over rings.

LCD codes over ring of integers modulo 4 have not been a subject of
studies in many papers. Recently, the authors in [10, 20] studied the family
of LCD codes, i.e. double circulant LCD codes over Zp2 . In their study,
they were interested in obtaining the exact enumeration formula for these
families of codes. Further, in [21], the authors studied LCD codes over Galois
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rings. There are other studies about LCD codes over rings, but in each study
particular ring (different then Z4) is taken into consideration.

In this paper, following the same approach as in [2], we study conditions
for constructing LCD codes over the ring Z4 from the adjacency matrices of
two-class association schemes, i.e. either strongly regular graphs (SRGs) or
doubly regular tournaments (DRTs), the method that has not been studied
before on ring of integers modulo 4.

Further, we show how the method can be applied to adjacency matrices of
some strongly regular graphs or doubly regular tournaments. The examples
of codes given in this paper have been examined by calculations in Magma
[1].

The paper is organised as follows. Section 2 provides the necessary def-
initions and notation used throughout. In Section 3, we present the main
construction and in Section 4, we give conditions for constructing LCD codes
over the ring Z4 using adjacency matrices of strongly regular graphs or doubly
regular tournaments. Finally, in Section 5, we construct and give examples
of LCD codes from some strongly regular graphs and doubly regular tourna-
ments.

2. Preliminaries

In this section, we will give some necessary definitions and notation used
throughout the paper.

2.1. d-class association scheme. In this subsection, we define a two-class as-
sociation scheme and give basic properties. For further information see [3, 9].

Let X be a set of size v. A d-class association scheme on X is a partition
of X ×X into d+ 1 relations R0, R1, . . . , Rd such that

1. R0 = {(x, x) | x ∈ X},
2. RT

i = Rj for some j = 0, 1, 2, . . . , d and for all i,
3. for any triple i, j, k the number of z ∈ X such that (x, z) ∈ Ri and

(z, y) ∈ Rj is a constant pkij which does not depend on the choice of x
and y that satisfy (x, y) ∈ Rk.

In this paper, we will be interested in two-class association schemes, i.e.
the case d = 2. A two-class association scheme is commutative (see [9]), i.e.
for any triple of indices i, j, k, pkij = pkji.

Let A0 = I, A1 and A2 be the adjacency matrices of a two-class association
scheme. Let J denote the all one matrix and I the identity matrix. Two cases
may occur. Either AT

1 = A1, A
T
2 = A2 and then the undirected graph (X,R1)

is strongly regular (shortly SRG) or AT
1 = A2, A

T
2 = A1 and the directed

graph (X,R1) is a doubly regular tournament (shortly DRT). It is known
that doubly regular tournaments are equivalent to skew Hadamard matrices
(see [18]).
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In both cases (SRGs and DRTs) we have that A2 = J − I − A1. Let
A1 := J − I −A1 = A2 and A1 = A. Then AJ = JA = kJ .

In case of SRGs there is a positive integer k and non-negative integers λ
and µ such that

A2 = kI + λA+ µ(J − I −A),

and for DRTs there are non-negative integers λ and µ such that

A2 = λA+ µ(J − I −A).

2.2. Z4-codes. The ring Z4 is the ring of integers modulo 4. A Z4-code C of
length n is a Z4-submodule of Zn

4 . The Hamming weight wtH(x), Lee weight
wtL(x) and Euclidean weight wtE(x) of a codeword x of C are defined as
n1(x) + n2(x) + n3(x), n1(x) + 2n2(x) + n3(x) and n1(x) + 4n2(x) + n3(x),
respectively, where ni(x) is the number of components of x which are equal to
i. The minimum Lee weight dL(C) (respectively minimum Euclidean weight
dE(C) and minimum Hamming weight dH(x)) of C is the smallest Lee (re-
spectively Euclidean and Hamming) weight among all non-zero codewords of
C. Every Z4 linear code has k1 + k2 codewords and as such is usually said
to be of type 4k12k2 . For more information on codes over rings we refer the
reader to [4, 11].

The dual code C⊥ is the orthogonal complement under the standard inner
product ⟨· , ·⟩, i.e. C⊥ = {v ∈ Fn

q | ⟨v, c⟩ = 0 for all c ∈ C}. A linear code C is

called a Euclidean or classical LCD code if C ∩ C⊥ = {0}. See [11] for more
information. Usually we just write an LCD code in this instance. It is easy to
see that the dual of an LCD code is an LCD code. A code C is self-orthogonal
if C ⊆ C⊥ and self-dual if equality is attained.

2.3. LCD codes over Z4. In [16], Massey gave the characterization of LCD
codes over a field.

Lemma 2.1. [16, Proposition 1] Let G be a generator matrix for a code
over a field. Then det(GG⊤) ̸= 0 if and only if G generates an LCD code.

Constructions studied in this paper are dealing with LCD codes over rings
and because of that we need to state some extra definitions and properties.
LCD codes over chain rings were examined in [15], where a sufficient condition
for an LCD code over finite chain rings was given. We begin with some
definitions about finite chain rings (see [14] for more information).

A commutative ring is called a chain ring if the lattice of all its ideals is
a chain. It is well known that if R is a finite chain ring, then R is a principal
ideal ring and has a unique maximal ideal ⟨γ⟩ = Rγ = {rγ | r ∈ R}. Its chain
of ideals is

R =
〈
γ0

〉
⊃

〈
γ1

〉
⊃ · · · ⊃

〈
γt−1

〉
⊃

〈
γt
〉
= {0}.

The integer t is called the nilpotency index of ⟨γ⟩.
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An example of a finite chain ring is the ring Zpa of integers modulo pa,
for some prime p and a ≥ 1. In this paper, we are interested in LCD codes
over Z4 which fall into this category.

Remark 2.2. In case of Z4, it holds that γ = t = 2.

Let R be a finite commutative ring with identity. Let A = (aij)m×l be a
matrix over R. If the rows of A are linearly independent, then we say that
A is a full-row-rank matrix. If there is an l ×m matrix B over R such that
AB = I, then we say that A is right-invertible and B is a right inverse of A.
If m = l and the determinant det(A) is a unit of R, then we say that A is
non-singular.

By [15, Lemma 2.3] it holds that an m×m matrix over a finite chain ring
R is invertible if and only if it is non-singular. In order to give a sufficient
condition for LCD codes, we need to define the standard form of a generator
matrix.

Definition 2.3. [17, Definition 3.2] Let C be a linear code over R. A
generator matrix G for C is said to be in standard form if after a suitable
permutation of the coordinates, the following holds:

G =




Ik0
A0,1 A0,2 A0,3 · · · A0,t−1 A0,t

0 γIk1
γA1,2 γA1,3 · · · γA1,t−1 γA1,t

0 0 γ2Ik2
γ2A2,3 · · · γ2A2,t−1 γ2A2,t

· · · · · · · · · · · · · · · · · · · · ·
0 0 0 0 · · · γt−1Ikt−1 γt−1At−1,t




=




A0

γA1

γ2A2

...
γt−1At−1




.

In [15], the authors gave a sufficient condition for linear code over a finite
chain ring R to be LCD.

Theorem 2.4. [15, Theorem 3.5] Let C be a code over R with generator
matrix G in standard form. If the k × k matrix GGT is invertible, then C is
an LCD code, where k is the number of rows of G.

In what follows, we will study the case when R = Z4. It is obvious that for
Z4-codes the condition from Theorem 2.4 can not be satisfied. However, in the
following theorem we give a condition that enables us to construct LCD codes
over Z4. A statement given in Theorem 2.5 is crucial for the constructions
given in this paper.
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Theorem 2.5. Let C be a code over Z4 with generator matrix G. If GGT

is a diagonal matrix with all elements on the main diagonal equal to 1 or 3,
then C is an LCD code.

Proof. Let v1, v2, . . . , vk be the rows of G, i.e. generators of the code C.
It follows that ⟨vi, vj⟩ = 0 for i ̸= j and ⟨vi, vi⟩ ∈ {1, 3}, where 1 ≤ i, j ≤ k.
A codeword w in C is of the form w =

∑
i∈A αivi, where αi ∈ Z4 for i ∈ A.

If w is not a zero vector, then ⟨vj , w⟩ ≠ 0, for some j ∈ A. Hence, w /∈ C⊥.
Since no non-trivial element in C is also in C⊥, it follows that C is an LCD
code.

3. Construction of LCD codes over Z4

In [5], the authors presented pure and bordered constructions of self-dual
codes. Following the notations given in [2, 5] we give pure and bordered
constructions of LCD codes from SRGs or DRTs over the ring Zm. Here, we
apply these constructions on LCD codes over Z4.

Let r, s, t ∈ Zm and let QZm
= (rI + sA+ tA). In the pure construction,

the generator matrix of a code is given by

(3.1) PZm
=

(
I QZm(r, s, t)

)
.

Let r, s, t ∈ Zm and let QZm
= (rI + sA+ tA). Let α, β and γ be scalars.

In the bordered construction, the generator matrix of a code is given by

(3.2) BZm
=




1 0 . . . 0 α β . . . β
0 γ
... I

... QZm(r, s, t)
0 γ


 .

For the construction of LCD codes we will use Theorem 2.5. We state
Lemma 3.1 from [5] that will be useful for our constructions.

Lemma 3.1. [5, Lemma 3.3] For strongly regular graphs we have

QZm
(r, s, t)QZm

(r, s, t)T = (r2 + s2k − t2 − t2k + t2v)I

+ (2rs+ s2λ− 2st− 2stλ+ t2λ+ 2stk + t2v − 2t2k)A

+ (2rt+ s2µ− 2stµ+ t2µ+ 2stk + t2v − 2t2 − 2t2k)A.

For doubly regular tournaments we have

QZm
(r, s, t)QZm

(r, s, t)T = (r2 + (s2 + t2)k)I

+ (rt+ sr + (s2 + t2)(k − 1− λ) + stλ+ stµ)A

+ (rt+ sr + (s2 + t2)(k − µ) + stµ+ stλ)A.
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Under certain conditions, the construction given in Theorem 3.2, i.e. the
pure construction, yields LCD codes over Z4.

Theorem 3.2. Let r, s, t ∈ Z4 and let QZ4 = (rI + sA + tA). Further,
let PZ4 be an n× 2n matrix over Z4 and suppose that PZ4 generates a [2n, n]
code C over Z4. The code PZ4

(r, s, t) formed from an SRG(v, k, λ, µ) is an
LCD code if x ∈ {1, 3} and

r2 + s2k − t2 − t2k + t2v = x− 1

2rs+ s2λ− 2st− 2stλ+ t2λ+ 2stk + t2v − 2t2k = 0

2rt+ s2µ− 2stµ+ t2µ+ 2stk + t2v − 2t2 − 2t2k = 0.

The code PZ4
(r, s, t) formed from a DRT(v, k, λ, µ) is an LCD code if

x ∈ {1, 3} and

r2 + (s2 + t2)k = x− 1

rt+ sr + (s2 + t2)(k − 1− λ) + stλ+ stµ = 0

rt+ sr + (s2 + t2)(k − µ) + stµ+ stλ = 0.

Proof. By Equation (3.1) and Lemma 3.1, PZ4
P⊤
Z4

= (a+1)I+bA+cA,

where QZ4
Q⊤

Z4
= aI + bA+ cA.

If a+1 = x ∈ {1, 3}, b = 0, c = 0 over Z4, it holds that PZ4P
⊤
Z4

is a scalar
matrix with 1 or 3 on the main diagonal. Hence, by Theorem 2.5, PZ4 is an
LCD code.

Under certain conditions, the construction presented in Theorem 3.3, i.e.
the bordered construction, yields LCD codes over Z4.

Theorem 3.3. Let r, s, t ∈ Z4 and let QZ4
= (rI + sA+ tA). Further, let

BZ4
be an (n + 1) × (2n + 2) matrix over Z4 and α, β and γ are scalars and

suppose that BZ4 generates a [2n+ 2, n+ 1] code C over Z4.
The code BZ4(r, s, t) formed from an SRG(v, k, λ, µ) is an LCD code if

x, y ∈ {1, 3} and

r2 + s2k − t2 − t2k + t2v = x− 1− γ2

2rs+ s2λ− 2st− 2stλ+ t2λ+ 2stk + t2v − 2t2k = −γ2

2rt+ s2µ− 2stµ+ t2µ+ 2stk + t2v − 2t2 − 2t2k = −γ2

1 + α2 + vβ2 = y

αγ + β(r + sk + t(v − k − 1)) = 0.
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The code BZ4(r, s, t) formed from a DRT(v, k, λ, µ) is an LCD code if
x, y ∈ {1, 3} and

r2 + (s2 + t2)k = x− 1− γ2

rt+ sr + (s2 + t2)(k − 1− λ) + stλ+ stµ = −γ2

rt+ sr + (s2 + t2)(k − µ) + stµ+ stλ = −γ2

1 + α2 + vβ2 = y

αγ + β(r + sk + t(v − k − 1)) = 0.

Proof. In order to obtain that BZ4
B⊤

Z4
is a diagonal matrix with ele-

ments 1 or 3 on the main diagonal the inner-product of the top row of BZ4

with itself must be 1 or 3, i.e. 1 + α2 + vβ2 = y ∈ {1, 3}. The inner-
product of the top row of BZ4 with any other row must be equal to 0, i.e.
αγ+β(r+sk+t(v−k−1)) = 0. Finally, the inner-products of all the other rows
of BZ4

must give a scalar matrix, i.e. I + γ2J +QZ4
(r, s, t)QZ4

(r, s, t)T = xI,
where x ∈ {1, 3}.

It follows that QZ4
(r, s, t)QZ4

(r, s, t)T = (x − 1 − γ2)I − γ2A − γ2A.
Therefore, by Lemma 3.1 the conditions follow.

4. Conditions for obtaining LCD codes over Z4

Taking adjacency matrices of two-class association schemes one can apply
Theorems 3.2 and 3.3 to obtain LCD codes over the ring Z4. To simplify the
construction, one can list the conditions for which the used adjacency matrix
of two-class association scheme will produce an LCD code over Z4. Here, we
will interpret integers as their value modulo 4.

4.1. LCD codes from SRGs over Z4. In Table 1 and in Table 2, we list con-
ditions under which strongly regular graphs can be used for obtaining LCD
codes over Z4 applying pure and bordered constructions.

r s t Pure construction

±1 ±1 ±1 v = 0 (x = 1)

±1 ±1 0, 2 k = x+ 2, λ = 2, µ = 0

±1 0, 2 ±1 v = k + x− 1, λ = µ = 2k − v
±1 0, 2 0, 2 Never

0, 2 ±1 ±1 Never

0, 2 ±1 0, 2 k = x− 1, λ = µ = 0
0, 2 0, 2 ±1 v = k + x, λ = 2k − v, µ = λ+ 2

0, 2 0, 2 0, 2 Always (x = 1)

Table 1. LCD codes from SRGs over Z4, pure construction
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r s t Bordered construction

±1 ±1 ±1 v = −γ2 (x = 1)

±1 ±1 0, 2 k = x+ 2− γ2, λ = 2− γ2, µ = −γ2

±1 0, 2 ±1 v = k + x− 1− γ2, λ = µ = 2k − v − γ2

±1 0, 2 0, 2 Never

0, 2 ±1 ±1 Never

0, 2 ±1 0, 2 k = x− 1− γ2, λ = µ = −γ2

0, 2 0, 2 ±1 v = k + x− γ2, λ = 2k − v − γ2, µ = λ+ 2

0, 2 0, 2 0, 2 γ2 = 0 (x = 1)

Table 2. LCD codes from SRGs over Z4, bordered construction

For the bordered construction, we have two more conditions given for α and
β:

1 + α2 + vβ2 = y, αγ + β(r + sk + t(v − k − 1)) = 0.

4.2. LCD codes from DRTs over Z4. In Table 3, we list conditions under
which doubly regular tournaments and pure construction can be used for
obtaining LCD codes over Z4. Relations among the parameters that we used
in Table 3 are given in the following lemma.

Lemma 4.1. If Γ is a DRT with parameters (v, k, λ, µ), then v = 4λ+ 3,
k = 2λ+ 1 and µ = λ+ 1.

r s t Pure construction
±1 ±1 ±1 2k = x+ 2, rt+ sr + 2(k − 1− λ) + stλ+ stµ = 0
±1 ±1 0, 2 k = x+ 2, rt+ sr + k − 1− λ+ stλ+ stµ = 0
±1 0, 2 ±1 k = x+ 2, rt+ sr + k − 1− λ+ stλ+ stµ = 0
±1 0, 2 0, 2 Never
0, 2 ±1 ±1 2k = x− 1, rt+ sr + 2(k − 1− λ) + stλ+ stµ = 0
0, 2 ±1 0, 2 k = x− 1, sr + k − 1− λ+ stλ+ stµ = 0
0, 2 0, 2 ±1 k = x− 1, rt+ k − 1− λ+ stλ+ stµ = 0
0, 2 0, 2 0, 2 Always (x = 1)

Table 3. LCD codes from DRTs over Z4, pure construction

In Table 4, we list conditions under which doubly regular tournaments
and bordered construction can be used for obtaining LCD codes over Z4.
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r s t Bordered construction
±1 ±1 ±1 2k = x+ 2− γ2, rt+ sr + 2(k − 1− λ) + stλ+ stµ = −γ2

±1 ±1 0, 2 k = x+ 2− γ2, rt+ sr + k − 1− λ+ stλ+ stµ = −γ2

±1 0, 2 ±1 k = x+ 2− γ2, rt+ sr + k − 1− λ+ stλ+ stµ = −γ2

±1 0, 2 0, 2 Never
0, 2 ±1 ±1 2k = x− 1− γ2, rt+ sr + 2(k − 1− λ) + stλ+ stµ = −γ2

0, 2 ±1 0, 2 k = x− 1− γ2, sr + k − 1− λ+ stλ+ stµ = −γ2

0, 2 0, 2 ±1 k = x− 1− γ2, rt+ k − 1− λ+ stλ+ stµ = −γ2

0, 2 0, 2 0, 2 γ2 = 0 (x = 1)

Table 4. LCD codes from DRTs over Z4, bordered construction

As stated in Subsection 4.1, for the bordered construction we have two more
conditions given for α and β:

1 + α2 + vβ2 = y, αγ + β(r + sk + t(v − k − 1)) = 0.

5. Examples of LCD codes from some families of SRGs and DRTs

In this section, we illustrate the methods given in Section 3 by giving
examples of LCD codes constructed over Z4.

Using the Gray map, one can check how good is the linear code obtained
from Z4-codes. In this section, we take just a few examples of SRGs and DRTs
and illustrate how the method can be applied. Use of different SRGs and
DRTs will produce different codes. Since the enumeration and classification
of LCD codes over Z4-codes is not finished, and there do not exist any database
of such codes, we cannot state with certainty that the produced codes are new
or not. The aim of this paper is to show how one can construct LCD Z4-codes
using SRGs and DRTs.

In [20], the authors examined numerical results. They were comparing the
Z4-codes with the best known binary linear code with particular parameters,
obtained from Z4 code by the Gray mapping. See ([11]) for more details. In
this paper, we follow the same approach.

5.1. LCD codes from some families of SRG. In this subsection, we give some
examples of LCD codes over Z4 obtained from some families of strongly regular
graphs. The examples are obtained applying methods given in Section 3 and
conditions given in Table 1.

Example 5.1 (LCD codes from Paley strongly regular graphs). Let q be
a prime power such that q ≡ 1 (mod 4) and let P (q) be a Paley graph, i.e.

strongly regular graph with parameters
(
q, q−1

2 , q−5
4 , q−1

4

)
. For v ≡ 1 (mod 4)

and µ = λ+1, one can obtain LCD codes in the following cases: by pure con-
struction, for PZ4

(r, s, t), where r, s, t ∈ {0, 2}, and by bordered construction,
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for BZ4(r, s, t), where r, s, t ∈ {0, 2}, γ ∈ {0, 2}, 1+α2+β2 ∈ {1, 3}, αγ+βr =
0.

Example 5.2 (The Petersen graph). The Petersen graph is the unique
SRG(10, 3, 0, 1). Taking into account that v ≡ 2 (mod 4), µ ≡ 1 (mod 4)
and µ = λ + 1, one can obtain LCD codes in the following cases: by pure
construction, for PZ4

(r, s, t), where r, s, t ∈ {0, 2}, and by bordered con-
struction, for BZ4

(r, s, t), where r, s, t ∈ {0, 2}, γ ∈ {0, 2}, 1 + α2 + 2β2 ∈
{1, 3}, αγ + β(r + 3s) = 0.

Example 5.3 (The Shrikhande graph). The Shrikhande graph is a strongly
regular graph with parameters (16, 6, 2, 2). Taking into account that µ ≡
2 (mod 4) and λ = µ, one can obtain LCD codes in the following cases.
By pure construction, for PZ4(r, s, t), where r, s, t ∈ {−1, 1}, and PZ4(r, s, t),
where r, s, t ∈ {0, 2}. By bordered construction, for BZ4

(r, s, t), where r, s, t ∈
{−1, 1}, α, γ ∈ {0, 2}, β(r + 2s + t) = 0, and for BZ4

(r, s, t), where r, s, t ∈
{0, 2}, α, γ ∈ {0, 2}, β(r + t) = 0.

Example 5.4 (The Clebsch graph). The Clebsch graph is the SRG(16, 5, 0, 2).
Cases for which one can obtain LCD codes are the following (applying meth-
ods given in Section 3 and conditions given in Table 1). By pure construction,
for PZ4(r, s, t), where r, s, t ∈ {−1, 1}, and for PZ4(r, s, t), where r, s, t ∈ {0, 2}.
By bordered construction, for BZ4

(r, s, t), where r, s, t ∈ {−1, 1}, α, γ ∈
{0, 2}, β(r + s + 2t) = 0, and for BZ4

(r, s, t), where r, s, t ∈ {0, 2}, α, γ ∈
{0, 2}, β(r + s) = 0.

To illustrate, we give examples of LCD codes constructed over Z4 from
above listed SRGs. For the computations we used Magma [1]. Examples of
Z4-codes in Table 5 are written in the form (n, 4k12k2 , d) where n is the length
of the code and d is the minimum Lee distance.

The entry in the last column is the best known minimum distance of an
[2n, n] binary linear code, obtained by the Gray mapping. For example, in the
first row we obtained (10, 45, 2) LCD code over Z4. Using the Gray mapping,
the [20, 10, 2] binary linear code is obtained, for which it is known that 6 is
the best known minimum Hamming distance (see [8]).
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SRG Construction C dmin

Paley PZ4
(0, 2, 0) (10, 45, 2) 6

BZ4
(0, 0, 2), α = 1, β = 3, γ = 0 (12, 46, 2) 8

PZ4(2, 2, 0) (18, 49, 2) 8
BZ4(0, 2, 0), α = 0, β = γ = 2 (20, 410, 2) 9

Petersen PZ4
(2, 0, 2) (20, 410, 2) 8

BZ4(2, 0, 2), α = β = 2, γ = 0 (22, 411, 2) 10
Shrikhande PZ4

(3, 1, 3) (32, 416, 4) 12
PZ4

(2, 2, 0) (32, 416, 2) 12
BZ4(3, 1, 3), α = γ = 0, β = 3 (34, 417, 4) 13
BZ4(2, 2, 0), α = γ = 0, β = 2 (34, 417, 2) 13

Clebsch PZ4
(3, 1, 3) (32, 416, 4) 12

PZ4(0, 2, 0) (32, 416, 2) 12
BZ4(3, 1, 3), α = γ = 0, β = 3 (34, 417, 4) 13
BZ4

(2, 2, 0), α = 0, β = γ = 2 (34, 417, 2) 13

Table 5. Examples of LCD codes from SRGs over Z4

5.2. LCD codes from some families of DRTs. In this subsection, we give some
examples of LCD codes over Z4 obtained from some doubly regular tourna-
ments. The examples are obtained applying methods given in Section 3 and
conditions given in Tables 3 and 4.

Example 5.5 (DRT(3,1,0,1)). Applying conditions it follows that one can
obtain LCD codes in the following cases: by pure construction, for PZ4(r, s, t),
where r, s, t ∈ {0, 2}. By bordered construction, for BZ4(r, s, t), where r, s, t ∈
{−1, 1}, γ ∈ {−1, 1}, 1 + α2 + 3β2 ∈ {1, 3}, αγ + β(r + s + t) = 0, and for
BZ4

(r, s, t), where r, s, t ∈ {0, 2}, γ ∈ {0, 2}, 1+α2+3β2 ∈ {1, 3}, αγ+β(r+
s+ t) = 0.

Example 5.6 (DRT(7,3,1,2)). One can obtain LCD codes in the follow-
ing cases. For pure construction, for PZ4

(r, s, t), where r, s ∈ {−1, 1}, r ̸=
s, t ∈ {0, 2}, for PZ4

(r, s, t), where r, t ∈ {−1, 1}, r ̸= t, s ∈ {0, 2}, and for
PZ4

(r, s, t), where r, s, t ∈ {0, 2}. For bordered construction, we obtain LCD
codes for:

• BZ4
(r, s, t), where r, s, t ∈ {−1, 1}, γ ∈ {−1, 1}, 1 + α2 + 3β2 ∈

{1, 3}, αγ + β(r + 3s+ 3t) = 0,
• BZ4(r, s, t), where r, s ∈ {−1, 1}, r ̸= s, t ∈ {0, 2}, γ ∈ {0, 2}, 1 +

α2 + 3β2 ∈ {1, 3}, αγ + β(r + 3s+ 3t) = 0,
• BZ4

(r, s, t), where r, t ∈ {−1, 1}, r ̸= t, s ∈ {0, 2}, γ ∈ {0, 2}, 1 +
α2 + 3β2 ∈ {1, 3}, αγ + β(r + 3s+ 3t) = 0,

• BZ4
(r, s, t), where r, t ∈ {0, 2}, r ̸= t, s ∈ {−1, 1}, γ ∈ {−1, 1}, 1 +

α2 + 3β2 ∈ {1, 3}, αγ + β(r + 3s+ 3t) = 0,
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• BZ4(r, s, t), where r, s ∈ {0, 2}, r ̸= s, t ∈ {−1, 1}, γ ∈ {−1, 1}, 1 +
α2 + 3β2 ∈ {1, 3}, αγ + β(r + 3s+ 3t) = 0,

• BZ4
(r, s, t), where r, s, t ∈ {0, 2}, γ ∈ {0, 2}, 1+α2+3β2 ∈ {1, 3}, αγ+

β(r + 3s+ 3t) = 0.

Example 5.7 (DRT(11,5,2,3)). One can obtain LCD codes in the fol-
lowing cases. By pure construction, for PZ4

(r, s, t), where r, s, t ∈ {0, 2}. By
bordered construction, forBZ4

(r, s, t), where r, s, t ∈ {−1, 1}, γ ∈ {−1, 1}, 1+
α2 + 3β2 ∈ {1, 3}, αγ + β(r + s + t) = 0, and for BZ4(r, s, t), where r, s, t ∈
{0, 2}, γ ∈ {0, 2}, 1 + α2 + 3β2 ∈ {1, 3}, αγ + β(r + s+ t) = 0.

Example 5.8 (DRT(15,7,3,4)). One can obtain LCD codes in the follow-
ing cases. For pure construction, for PZ4(r, s, t), where r, s ∈ {−1, 1}, r =
s, t ∈ {0, 2}, for PZ4

(r, s, t), where r, t ∈ {−1, 1}, r = t, s ∈ {0, 2}, and for
PZ4

(r, s, t), where r, s, t ∈ {0, 2}. For bordered construction, we obtain LCD
codes for:

• BZ4
(r, s, t), where r, s, t ∈ {−1, 1}, γ ∈ {−1, 1}, 1 + α2 + 3β2 ∈

{1, 3}, αγ + β(r + 3s+ 3t) = 0,
• BZ4(r, s, t), where r, s ∈ {−1, 1}, r = s, t ∈ {0, 2}, γ ∈ {0, 2}, 1 +
α2 + 3β2 ∈ {1, 3}, αγ + 3βt = 0,

• BZ4
(r, s, t), where r, t ∈ {−1, 1}, r = t, s ∈ {0, 2}, γ ∈ {0, 2}, 1 +

α2 + 3β2 ∈ {1, 3}, αγ + 3βs = 0,
• BZ4

(r, s, t), where r, t ∈ {0, 2}, r = t, s ∈ {−1, 1}, γ ∈ {−1, 1}, 1 +
α2 + 3β2 ∈ {1, 3}, αγ + 3βs = 0,

• BZ4(r, s, t), where r, s ∈ {0, 2}, r = s, t ∈ {−1, 1}, γ ∈ {−1, 1}, 1 +
α2 + 3β2 ∈ {1, 3}, αγ + 3βt = 0,

• BZ4
(r, s, t), where r, s, t ∈ {0, 2}, γ ∈ {0, 2}, 1+α2+3β2 ∈ {1, 3}, αγ+

β(r + 3s+ 3t) = 0.

To illustrate, we give examples of LCD codes constructed over Z4 from
above listed DRTs. For the computations we used Magma [1]. Examples of
Z4-codes in Table 6 are written in the form (n, 4k12k2 , d) where n is the length
of the code and d is the minimum Lee distance.

The entry in the last column is the best known minimum distance of an
[2n, n] binary linear code, obtained by the Gray mapping. For example, in the
first row we obtained (6, 43, 2) LCD code over Z4. Using the Gray mapping,
the [12, 6, 2] binary linear code is obtained, for which it is known that 4 is the
best known minimum Hamming distance (see [8]).
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DRT Construction C dmin

(3, 1, 0, 1) PZ4
(0, 2, 0) (6, 43, 2) 4

BZ4
(3, 1, 3), α = β = γ = 1 (8, 44, 4) 5

BZ4(0, 0, 2), α = β = 2, γ = 0 (8, 44, 2) 5
(7, 3, 1, 2) PZ4

(3, 1, 2) (14, 47, 4) 8
PZ4

(0, 2, 0) (14, 47, 2) 8
BZ4(0, 1, 2), α = 3, β = γ = 1 (16, 48, 8) 8
BZ4(0, 2, 0), α = β = 2, γ = 0 (16, 48, 2) 8

(11, 5, 2, 3) PZ4
(0, 0, 2) (22, 411, 2) 10

BZ4(3, 1, 3), α = 3, β = γ = 1 (24, 412, 4) 12
BZ4(0, 0, 2), α = β = 2, γ = 0 (24, 412, 2) 12

(15, 7, 3, 4) PZ4
(3, 3, 2) (30, 415, 6) 12

PZ4(0, 0, 2) (30, 415, 2) 12
BZ4(1, 1, 3), α = 3, β = 2, γ = 1 (32, 416, 4) 12
BZ4

(0, 0, 2), α = β = 2, γ = 0 (32, 416, 2) 12

Table 6. Examples of LCD codes from DRTs over Z4
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