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Abstract. In 1853, Steiner posed a number of combinatorial (tacti-

cal) problems, which eventually led to a large body of research on Steiner
systems. However, solutions to Steiner’s questions coincide with Steiner

systems only for strengths two and three. For larger strengths, essentially

only one class of solutions to Steiner’s tactical problems is known, found
by Bussey more than a century ago. In this paper, the relationships among

Steiner systems, perfect binary one-error-correcting codes, and solutions to

Steiner’s tactical problem (Bussey systems) are discussed. For the latter,
computational results are provided for at most 15 points.

In memory of Zvonimir Janko

1. Introduction

Let V be a set of v elements. Let B be a collection of subsets (blocks) of
V . Then (V,B) is a set system; it is simple if the blocks are pairwise distinct.
A t-block is a block of size t and Bt = {B ∈ B : |B| = t} is the collection
of t-blocks. The 3-, 4-, 5-blocks are sometimes called triples, quadruples,
quintuples, and so forth. The maximum permitted size of a block is denoted
by k.

Early geometrical research of Plücker [51, 52] and algebraic research of
Sylvester [61] made the climate conducive to formulating “tactical” questions
[23]. In 1844, W. S. B. Woolhouse [67] posed a Prize Question in the Lady’s
and Gentleman’s Diary. In modern terminology, Woolhouse asked: For which
positive integers v ≥ k ≥ t does there exist a set system (V,B) with v = |V |
and B = Bk so that every t-subset of V occurs in exactly one block? When
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no solutions were forthcoming from readers of the Diary, Woolhouse restated
the question in the special case when k = 3 and t = 2. In 1847, Kirkman [36]
established the necessary and sufficient condition that, in this case, v ≡ 1, 3
(mod 6).

Soon thereafter, apparently unaware of Woolhouse’s question and Kirk-
man’s solution to the special case, Steiner [57] asked for a set system (V,B),
where

1. B0 = B1 = B2 = ∅,
2. for 2 ≤ t < k every t-element subset of V either contains at least one

block of ∪ti=3Bt or is contained in exactly one block of Bt+1, but not
both.

Steiner’s decision to start with blocks of size 3 appears to have been mo-
tivated by his geometrical research [58, 59] on the double tangents of quartic
curves; we mention variants that start with other block sizes in Section 5.1.

A subset of V is blocked when it contains a block, free otherwise. It is
available when every proper subset of it is free. The set system (V,B) is
closed when every k-subset of V is blocked. In this language, Steiner asks
that every block be available, and every free t-set for 2 ≤ t < k be in exactly
one (t+ 1)-block. Being closed is equivalent to no k-set being free.

It can then be understood either that Steiner asked one question concern-
ing the existence of a closed set system whose largest block size is k, or that
he asked a sequence of k− 2 questions concerning (not necessarily closed) set
systems of maximum block size k′ for each 3 ≤ k′ ≤ k. In keeping with more
recent usage, we adopt the latter understanding, but comment on the former
when it is relevant.

In order to illustrate Steiner’s tactical problem, we give a graphical ex-
ample.

Example 1.1. Let X = E(K6), the edge set of K6, and let B consist of
all subgraphs, each isomorphic to one of:

According to [13], every pair of edges occurs in exactly one subgraph of

B3 =

{
,

}
The (orbits of) 3-edge subgraphs that are not in B3 are:

, and .

Each is contained in exactly one block in B4.
The (orbits of) 4-edge subgraphs that do not contain a block in B3 ∪ B4

are:

, and .
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Each is contained in exactly one block in B5. Because there is no 5-set that
is not blocked, this system is closed.

In the remainder of the paper, we focus on Steiner’s tactical problem for
small orders. In Section 2, we explore similarities and differences between
solutions to Woolhouse’s problem (now known as Steiner systems) and solu-
tions to Steiner’s tactical problem (which we call Bussey systems). In Section
3, we explore the necessary conditions stated by Steiner, Bussey, and later
authors, concluding that additional restrictions are needed in order to make
the conditions valid. In Section 4.1, computational results when k ∈ {3, 4}
are given for v ≤ 15. Then in Section 4.2 we constructively enumerate Bussey
systems with k = 5 for v ≤ 15. We also develop a doubling construction. In
Section 5 we briefly explore two generalizations of Bussey systems.

2. Steiner systems and Steiner’s tactical problems

At first, it appears that Steiner’s question is the same as Woolhouse’s
when k = t + 1. Indeed, when k = 3 and t = 2, Steiner’s question asks only
for a set of triples for which every pair occurs in exactly one triple. This is
precisely what Woolhouse asked for and Kirkman provided. When k = 4 and
t = 3, Steiner’s question asks for a set system (V,B) containing triples B3 and
quadruples B4 for which every pair occurs in exactly one triple, and every 3-set
(which is not a triple) appears in exactly one 4-block. Forming (V ∪{∞},B′)
with B′ = B4∪{B∪{∞} : B ∈ B3}) yields a solution to Woolhouse’s problem
with k = 4 and t = 3. Moreover, deleting any point from such a solution
to Woolhouse’s problem, the set system obtained answers Steiner’s question
with k = 4. Again, existence has been completely settled in this case [27].

Substantial research in the century after Woolhouse’s problem focussed
on solutions with t = 2 and t = 3, usually stated as solutions to Steiner’s ques-
tion. When t = 2 and k = 3, solutions are Steiner triple systems. When t = 3
and k = 4, solutions are Steiner quadruple systems. For many decades, few au-
thors referenced Kirkman or Woolhouse together with Steiner. Moore’s 1896
Tactical Memoranda [42] essentially restates Woolhouse’s problem without at-
tribution. Bose’s 1939 paper [8] forged strong connections with experimental
design in statistics, but mentions only Steiner. Various editions of Rouse Ball’s
influential Mathematical Recreations and Essays [4] mention both Kirkman
and Steiner but carefully avoid conflating Woolhouse’s and Steiner’s problems.
Nevertheless a clear statement of the differences between them seems not to
appear in the early literature. The first solutions to Woolhouse’s problem
with t ∈ {4, 5} were given by Witt [65, 66] in 1937. For understandable rea-
sons, Witt named these solutions after Steiner. Given integers 1 ≤ t ≤ k ≤ v
a Steiner system S(t, k, v) is a set system (V,B), where v = |V |, Bk = B, and
every t-subset of points is contained in exactly one block. This nomenclature
has become completely standard, and history has been rewritten (even, in



4 C. J. COLBOURN, D. L. KREHER AND P. R. J. ÖSTERGÅRD

places, in [15]) to attribute the question of the existence of Steiner systems to
Steiner rather than Woolhouse or Kirkman.

However, the situation is more interesting. Consider the case of k = 5
and t = 4. As a special case, Woolhouse’s question asks for which v an
S(4, 5, v) exists. Keevash [35] shows that the elementary necessary conditions
are asymptotically sufficient. Steiner’s question asks for a set system (V,B)
containing triples B3, quadruples B4, and quintuples B5 for which every pair
occurs in exactly one triple, every free 3-set appears in exactly one 4-block,
and every free 4-set appears in exactly one 5-block. Bussey [10, 11] gives a
closed solution to Steiner’s question for k = 5 on 15 points. By our earlier
remarks, the triples in such a solution give a Steiner triple system S(2, 3, 15);
together with the quadruples we obtain a Steiner quadruple system S(3, 4, 16).
However, there is no S(4, 5, 17) [45]. Hence the existence of an S(4, 5, v + 2)
given a solution to Steiner’s problem with k = 5 on v points fails.

On the other hand, there exists an S(5, 6, 72) [25]; each derived design
is an S(4, 5, 71). For Steiner’s problem on 69 points with k = 5, elementary
counting shows that we must have |B3| = 782, |B4| = 12903, and |B5| =
69·68·66·62

5! = 159997 1
5 . However, the number of 5-blocks must be integral, so

Steiner’s problem admits no solution. Hence the existence of a solution to
Steiner’s problem on v points with k = 5 given an S(4, 5, v + 2) fails.

The existence of an S(k − 1, k, v) is neither necessary nor sufficient to
answer Steiner’s question with k ≥ 5.

We have arrived at a terminological impasse, given the divergence between
Steiner systems and Steiner’s problem. We are by no means the first to
observe this disparity; see [2, 18]. Hanani and Schönheim [29] and Assmus
and Mattson [3], for example, discuss Steiner’s question and establish the
existence of closed solutions in cases when the corresponding Steiner system
does not exist. However, much of their work was anticipated by Bussey [10, 11]
in the early twentieth century.

Citing Steiner’s research [58, 59], Bussey [10] writes:

When N = 26−1 = 63, it is possible to arrange the elements
in triads, tetrads, pentads, hexads, and heptads. There is
no arrangement of the 63 elements in `-ads for ` > 7. This
special case was involved in Steiner’s investigation of the con-
figuration of the 28 double tangents of a quartic curve and led
him to propose for solution the “Combinatorische Aufgabe”
which I have called “The tactical problem of Steiner.”

Confusion can only increase if we refer to such solutions as Steiner sys-
tems, or even as solutions to Steiner’s problem. In an attempt to correct
the attribution, Cummings [20] suggests that Steiner’s problem be called the
“modified Kirkman combination problem.” Hanani [28] proposes the name
“original Steiner systems” in order to disambiguate. We prefer a new term:
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A Bussey system, Bus
(
k, v
)
, is a set system on v points that is a solution to

Steiner’s question for the given value of k. It is closed if no k-set is free.

Construction 2.1. ([10, 11]) Let k ≥ 3 be an integer and X be a (k−1)-

dimensional vector space over F2. Remove ~0, so |X| = 2k−1−1. Let BA = A∪
{
∑t

i=1 ~xi} and B = {A∪{
∑t

i=1 ~xi} : A ⊂ X is linearly independent and |A| >
2}. Then (X,B) is a closed Bus

(
k, 2k−1 − 1

)
.

The same construction was later given in [3, 28], apparently unaware of
Bussey’s earlier work. It therefore seems most appropriate to use the term
of Bussey system, especially in view of the fact that after a century no other
parameters of Bussey systems with k ≥ 5 seem to appear in the literature.
This is not to say that no Bussey systems other than those from Construction
2.1 have been found. In order to explore this, we need further definitions.

A binary code of length n and distance d is a set of vectors (codewords)
C each in {0, 1}n so that the Hamming distance between every two distinct
vectors in C is at least d. It is perfect if, for some integer e, every vector in
{0, 1}n is at distance at most e from exactly one codeword. This is a very
well-studied topic; see [30, 62], for example. We focus on the case when d = 3
(i.e., e = 1). This leads to certain perfect binary (one-error-correcting) codes,
the Hamming codes [24, 26]. Compare Construction 2.1 with Hamming’s
construction. They are essentially the same, although Bussey was concerned
only with codewords of small weight. Nevertheless, in one sense Bussey’s
construction anticipates that of Hamming by forty years. The similarity of
the constructions points to connections in the underlying problems that they
solve. How are they related?

A binary code C of length n and distance 3 is perfect `-limited when
each codeword has Hamming weight at most `, 0n ∈ C, and for every vector
v ∈ {0, 1}n of weight at most `− 1, there exists exactly one w ∈ C for which
dist(w,v) ≤ 1. When a binary perfect code of length n and distance 3 exists,
for every 0 < ` < n, removing all vectors of weight greater than ` yields
a perfect `-limited binary code of length n. However, not every perfect `-
limited code arises in this way; for example, the incidence vectors of blocks of
a Steiner triple system of order 9, together with the all-0 vector, form a perfect
3-limited code, but no perfect binary one-error-correcting code of length 9 ex-
ists. Moreover, although perfect binary one-error-correcting codes of length
15 exist, there is a Steiner triple system of order 15 that does not appear
in any of the codes [44]. More precisely, exactly 33 of the 80 nonisomorphic
S(2, 3, 15)s appear in a perfect binary one-error-correcting code [47]. Then be-
cause every S(2, 3, 15) is the derived design of some Steiner quadruple system
of order 16 [22, 33], some Bus

(
4, 15

)
does not extend to a perfect binary one-

error-correcting code. Indeed, exactly 15,590 of the 1,054,163 nonisomorphic
S(3, 4, 16)s yield a Bus

(
4, 15

)
that lives in a perfect binary one-error-correcting

code of length 15 [47].
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Lemma 2.2. For 3 ≤ ` ≤ 5, a Bus
(
`, n
)

is equivalent to a binary code of
length n that is perfect `-limited.

Proof. The blocks of the Bus
(
`, n
)

are the supports of the nonzero code-

words of the perfect `-limited binary code C. We verify that the Bus
(
`, n
)

gives
the code by adjoining the all-0 vector; the converse proceeds in a similar man-
ner. Consider a vector v of weight between 0 and `− 1. Denote by δ↓(v) all
vectors obtained from v by replacing a 1 by a 0, and by δ↑(v) all vectors
obtained from v by replacing a 0 by a 1.

• wt(v) = 0: v ∈ C, δ↓(v) = ∅ and δ↑(v) ∩ C = ∅ (no block has size 1)
• wt(v) = 1: v 6∈ C, δ↓(v) = {0} and 0 ∈ C and δ↑(v) ∩ C = ∅ (no block

has size 2)
• wt(v) = 2: v 6∈ C, δ↓(v)∩C = ∅ (no block has size 1) and |δ↑(v)∩C| = 1

(every pair of points occurs in exactly one 3-block)
• wt(v) = 3: δ↓(v) ∩ C = ∅ (no block has size 2), and

– if v ∈ C, δ↑(v) ∩ C = ∅ (no 3-block is contained in a 4-block)
– if v 6∈ C, |δ↑(v) ∩ C| = 1 (a free 3-set is contained in exactly one

4-block)
• wt(v) = 4:

– if v ∈ C, δ↓(v) ∩ C = ∅ (no 3-block is contained in a 4-block),
and δ↑(v) ∩ C = ∅ (no 4-block is contained in a 5-block)

– if v 6∈ C and δ↓(v)∩C 6= ∅, |δ↓(v)∩C| = 1 (at most one triple on
four points). Moreover, δ↑(v) ∩ C = ∅ (no 3-block is contained
in a 5-block)

– if v 6∈ C and δ↓(v)∩C = ∅ , then |δ↑(v)∩C| = 1 (every free 4-set
is in exactly one 5-block)

This completes the proof.

The correspondence in Lemma 2.2 breaks down at ` = 6. To see this,
suppose that a Bus

(
6, n
)

with n > 7 contains a 3-block {a, b, c}. Choose d 6∈
{a, b, c} and let {a, b, d, x}, {a, c, d, y}, or {b, c, d, z} be 4-blocks. Choose e 6∈
{a, b, c, d, x, y, z}. Then {a, b, c, d, e} cannot be a 5-block, or contained in a 6-
block, because it contains the 3-block {a, b, c}. Every 4-subset of {a, b, c, d, e}
either contains the 3-block or shares three but not four elements with one of
the specified 4-blocks, so it cannot contain a 4-block. But then it is not at
distance 1 from any block at all, and the corresponding code is not perfect
6-limited.



BUSSEY SYSTEMS AND STEINER’S TACTICAL PROBLEM 7

3. The structure of Bussey systems

Lemma 3.1. Let (X,B) be a Bus
(
k, v
)
. Then

|B3| = 1
3!v(v − 1),

|B4| = 1
4!v(v − 1)(v − 3),

|B5| = 1
5!v(v − 1)(v − 3)(v − 7).

Proof. The value for |B3| follows from the fact that (X,B3) is a Steiner
triple system of order v. Moreover, (X ∪ {∞}, {B ∪ {∞} : B ∈ B3} ∪ B4) is a
Steiner quadruple system of order v + 1, and hence |B3|+ |B4| =

(
v+1

3

)
/4, so

|B4| = v(v − 1)(v − 3)/24.
Now consider B5. Because no quadruple in B4 contains a triple in B3,

and on four points there can be at most one triple, the number of blocked
4-subsets of X is (v − 3)|B3|+ |B4|. Then

|B5| =
1

5

((
v

4

)
− (v − 3)|B3|+ |B4|

)
= v(v − 1)(v − 3)(v − 7)/120,

because every free 4-subset must be in exactly one block in B5.

Can one obtain the generalization that

|Bt| =
1

t!
(v(v − 1)(v − 3) · · · (v − [2t−2 − 1])?

Steiner [57] appears to assume that this is necessary. In Netto’s 1927 text
[43], an incomplete argument for necessity is given. Some subsequent work has
stated this as a necessary condition [10, 29]. However, Assmus and Mattson [3]
comment that “in stating the problem, Steiner drew out some questionable
necessary conditions.” Indeed, using the connection to perfect binary one-
error-correcting codes, they show that there are Bus

(
5, 15

)
s in which certain

5-subsets of points are free, while Bussey’s Bus
(
5, 15

)
is closed. Were Steiner’s

condition to hold in general, no 5-set could be free because |B6| = 0.
Among the earlier work, only Bussey [11] purports to prove Steiner’s

necessary conditions. In light of [3], Bussey’s argument must either entail
further assumptions, or contain a flaw. It is nonetheless instructive to examine
Bussey’s argument (and contrast it with [3, Section 5]).

Bussey [11] proceeds as follows. Consider a Bus
(
k, n

)
, (X,B). For 2 ≤

` ≤ k, let N` = |B`|, A` be the free `-sets of points, and O` = |A`|.
The definition of Bussey systems ensures that O`−1 = `N`. To determine

N`+1, we determine O` by examining A`. Whenever a set A = {a1, . . . , a`}
satisfies A \ {ai} ∈ A`−1 for each 1 ≤ i ≤ `, so A ∈ A` can be made from `
distinct sets of A`−1.

Let 3 ≤ ` ≤ k and A′ ∈ A`−1. Which elements can be adjoined to A′

to produce a set of A`? (This process must produce O` sets, ` times each.)
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Partition X into two classes, G and H. When A′ ∪ {x} ∈ A`, place x ∈ G;
otherwise place x ∈ H. Then A′ extends to |G| sets in A`, and |G| = v− |H|.
We determine H for A′:

1. Place all elements of A′ in H because A′ ∪ {x} contains only ` − 1
elements when x ∈ A′.

2. For every C ⊆ A′ with |C| ≥ 2, there is a unique element y for which
C ∪ {y} ∈ B|C|+1, so place y in H (because C ∪ {y} contains a block).

In this process, we have placed (` − 1) +
∑`−1

`=2

(
`−1
`

)
= 2`−1 − 1 elements in

H. One obtains a lower bound on N`+1, as follows. Certainly |H| ≤ 2`−1− 1,
so |G| ≥ v− 2`−1 + 1. Therefore (v− 2`−1 + 1)O`−1 ≤ `O`. But O`−1 = `N`,
so (v − 2`−1 + 1)N` ≤ O`. Because O` = (` + 1)N`+1, (v − 2`−1 + 1)N` ≤
(`+ 1)N`+1. Rewriting, N`+1 ≥ (v − 2`−1 + 1)N`/(`+ 1).

Bussey claims equality, by asserting that the 2`−1 − 1 elements in H are
(always) all distinct. If this held, Steiner’s necessary condition would apply.
But consider an S(3, 4, v+1) yielding a Bus

(
4, v
)

in which {a, b, e} and {c, d, e}
are triples, but their symmetric difference B = {a, b, c, d} is not a quadruple.
No 3-subset of B can be a triple, so B ∈ A4. Bussey’s assertion requires that
there be exactly v− 15 points that can be added to B to get a set in A5, and
hence 15 that cannot. Yet this count of 15 includes e twice, and the assertion
fails. In a Bus

(
4, 9
)
, for example, this situation is unavoidable.

Using the language of perfect codes and examples from [63], a similar
problem is observed in [3]. They remark that, as in our example, the Bussey
system is not closed. If Bussey’s assertion holds for closed systems, his proof
as given is incomplete. It may be that Bussey’s assertion fails even for closed
Bussey systems; proving this would necessitate the existence of closed Bussey
systems other than those from Construction 2.1.

It is plausible that Steiner, Bussey, and others left an essential necessary
condition unstated, and it is natural to seek such a condition. Considering
the manner in which Bussey counts, it suffices to adjoin the requirement that
the symmetric difference of two blocks always contains a block. Although this
would lead to Steiner’s block counts and fill the gap in Bussey’s proof, it may
be too restrictive. It remains possible that a weaker condition suffices if k is
large enough, or if we require the solution to be closed.

4. Bussey systems for small values of k

4.1. Bus
(
3, v
)
s and Bus

(
4, v
)
s. The correspondence of Bus

(
3, v
)
s with Steiner

triple systems and that of Bus
(
4, v
)
s with Steiner quadruple systems (of order

v + 1) provide a substantial amount of data on the number of nonisomorphic
Bussey systems:
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Order v # S(2, 3, v) # Bus
(
3, v
)

# S(3, 4, v + 1) # Bus
(
4, v
)

7 1 1 1 [5] 1
9 1 1 1 [5] 1
13 2 [9, 21] 2 4 [41] 8
15 80 [19] 80 1054163 [33] 7972282
19 11084874829 [32] 11084874829

Bus
(
3, v
)
s and Steiner triple systems of order v are in one-to-one corre-

spondence, so the table simply restates published existence results. To obtain
a Bus

(
4, v
)

from a Steiner quadruple system one deletes a point; hence the
number of Bussey systems obtained is equal to the number of point orbits
of the quadruple system. A lengthy but easy computation provides the last
column.

4.2. Bus
(
5, v
)
s. We refine Lemma 3.1, employing techniques similar to [7, 14]

applied to point sets rather than block (line) sets. For a set P of ` ≤ 5 points,
define the type of P to be the multiset of the cardinalities of blocks lying
entirely on P . We use the abbreviation F for free, B when P is a block,
and one of {T,Q, TT,QT,QTT} when there is one triple, one quadruple, two
triples, and so on. Then for a type Y , Y` counts the `-sets of type Y .

Theorem 4.1. In a Bus
(
5, v
)

we have

B3 = v(v − 1)/6
F3 = v(v − 1)(v − 3)/6
B4 = v(v − 1)(v − 3)/24
T4 = v(v − 1)(v − 3)/6
F4 = v(v − 1)(v − 3)(v − 7)/24
B5 = v(v − 1)(v − 3)(v − 7)/120
Q5 = v(v − 1)(v − 3)(v − 10)/24 +QTT5
QT5 = v(v − 1)(v − 3)/4− 2QTT5

QTT5 = QTT5
TT5 = v(v − 1)(v − 3)/8−QTT5

T5 = v(v − 1)(v − 3)(v − 10)/12 + 2QTT5

F5 = v(v − 1)(v − 3)(v − 10)(v − 12)/120−QTT5

F5 = v(v − 1)(v − 3)(v − 7)(v − 15)/120 + TT5

Proof. Lemma 3.1 gives B3, B4, and B5. For ` ∈ {3, 4}, F` = (` +
1)B`+1. Compute T4 as

(
v
4

)
−B4 − F4.

Further classify quadruples as follows. Each quadruple counted by B4

contains six pairs, each of which forms a triple with an element not in the
quadruple. Among the six triples, there can be 3, 4, 5, or 6 distinct additional

elements. We set B
[c]
4 equal to the number of quadruples in which c distinct
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elements arise in the six triples, for c ∈ {3, 4, 5, 6}. Then

QTT5 = 3B
[3]
4 + 2B

[4]
4 + B

[5]
4

QT5 = 2B
[4]
4 + 4B

[5]
4 + 6B

[6]
4

Q5 = (v − 7)B
[3]
4 + (v − 8)B

[4]
4 + (v − 9)B

[5]
4 + (v − 10)B

[6]
4

B4 = B
[3]
4 + B

[4]
4 + B

[5]
4 + B

[6]
4

It follows that Q5 = (v − 10)B4 +QTT5 and QT5 = 6B4 − 2QTT5.

The number of intersecting pairs of triples is v
(

(v−1)/2
2

)
, so TT5 +QTT5 =

v(v − 1)(v − 3)/8. Each triple can be extended to a 5-set by adding any of(
v−3

2

)
pairs of points and hence

2QTT5 +QT5 + 2TT5 + T5 = v(v − 1)(v − 3)(v − 4)/12.

So T5 = v(v − 1)(v − 3)(v − 10)/12 + 2QTT5. Simplify F5 =
(
v
5

)
− B5 −

QTT5−QT5−Q5−TT5−T5 to obtain the penultimate equality, and substitute
QTT5 = v(v − 1)(v − 3)/8− TT5 to get the final one.

4.3. Small Orders. Construction 2.1 gives a closed Bus
(
4, 7
)
; because it is

closed, it meets the condition to be a Bus
(
5, 7
)

with no 5-blocks. By Lemma

3.1 a putative Bus
(
5, 9
)

must have a number of 5-blocks that is not integral,
so none can exist.

Theorem 4.2. There is no Bus
(
5, 13

)
.

Proof. A Bus
(
4, 13

)
has 390 free 4-sets. For a free 4-set S, x is useless

when x 6∈ S and S ∪ {x} carries a triple or quadruple. Each of the eight
Bus
(
4, 13

)
s can be classified according to the numbers of free 4-sets having 5,

6, 7, 8, or 9 useless elements:

5 6 7 8 9
0 0 105 165 120
0 5 55 205 125
0 16 115 177 82
0 18 102 192 78
0 18 106 184 82
3 3 156 147 81
4 10 119 186 71
5 14 114 190 67

When a free 4-set has nine useless elements, it appears in no available
5-set. Because each of the Bus

(
4, 13

)
s has such free 4-sets, no Bus

(
5, 13

)
can

exist.

In addition to the Bus
(
5, 15

)
from Construction 2.1, one can construct fur-

ther Bussey systems using Lemma 2.2 from perfect binary one-error-correcting
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codes. Starting with any perfect binary one-error-correcting code C, for ev-
ery codeword c ∈ C, the code Cc = {c′ ⊕ c : c′ ∈ C} is a perfect binary
one-error-correcting code containing the all-0 codeword. Two codes C and C′,
each containing the all-0 codeword, are equivalent if there exists c ∈ C for
which C′ is equal to one of the 15! coordinate permutations of Cc; they are
inequivalent otherwise. There are exactly 5983 inequivalent perfect binary
one-error-correcting codes of length 15 [46]. Now for c, d ∈ C with c 6= d,
Cc and Cd are certainly equivalent, but the sets of 3-, 4-, and 5-blocks may
form nonisomorphic perfect 5-limited codes, or Bus

(
5, 15

)
s. Each perfect bi-

nary one-error-correcting code of length 15 contains 2048 codewords. Hence
one produces 2048 · 5983 Bus

(
5, 15

)
s, among which many are isomorphic. A

routine computation using nauty [39] establishes the following.

Lemma 4.3. There are 139, 247 nonisomorphic Bus
(
5, 15

)
s that live in

perfect binary one-error-correcting codes of length 15.

Because there are Bus
(
3, 15

)
s and Bus

(
4, 15

)
s that do not live in perfect

binary one-error-correcting codes, one should anticipate that the same holds
for Bus

(
5, 15

)
s. In order to find these, we start with the 1,054,163 noniso-

morphic S(3, 4, 16)s [33]. Deleting a point from each point orbit in turn in an
S(3, 4, 16), one produces all nonisomorphic Bus

(
4, 15

)
s. This process yields

7,972,282 nonisomorphic Bus
(
4, 15

)
s, which is exhaustive and in agreement

with [33, Table 2].
From a Bus

(
4, 15

)
, a Bus

(
5, 15

)
is found by first computing the set F of

all free 4-sets. The number of 5-blocks must be |F|/5, so |F| is divisible by
5. Form the set of available 5-sets

A = {S : |S| = 5 and S \ {x} ∈ F for each x ∈ S}.
A lengthy computation using exact solve from the package libexact [34]
and nauty [39] establishes the following.

Theorem 4.4. There are 174, 691 nonisomorphic Bus
(
5, 15

)
s.

As a sanity check, we verified that each of the 139, 247 nonisomorphic
Bus
(
5, 15

)
s that live in perfect binary one-error-correcting codes arises exactly

once among the 174, 691. Hence there are 35,444 nonisomorphic Bus
(
5, 15

)
s

that do not live in perfect binary one-error-correcting codes.
Table 1 tabulates the number of nonisomorphic Bus

(
5, 15

)
s for each pos-

sible number of free 5-sets. Because there is a unique solution with F5 = 0,
there is only one closed Bus

(
5, 15

)
up to isomorphism. It is the system from

Construction 2.1, and is the same as Example 1.1.
This is not surprising. When v = 15, 0 ≤ QTT5 ≤ 315 because each of

the 105 quadruples can contribute 0, 1, 2, or 3 to QTT5. But F5 + QTT5 =
315 so 0 ≤ F5 ≤ 315 as well. For the system to be closed, F5 = 0 and

hence B
[3]
4 = 105 and B

[4]
4 = B

[5]
4 = B

[6]
4 = 0. A Pasch configuration in
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F5 # F5 # F5 # F5 # F5 # F5 # F5 #
0 1 24 1 48 4 56 1 64 2 68 2 72 19

76 4 80 7 84 7 88 21 92 18 96 78 100 27
104 49 108 89 109 1 112 133 113 3 116 123 117 3
120 285 121 3 124 159 125 13 126 3 128 297 129 15
130 9 132 446 133 17 134 22 135 1 136 528 137 12
138 21 140 465 141 32 142 59 144 975 145 59 146 78
147 5 148 630 149 41 150 141 151 18 152 906 153 35
154 159 155 13 156 1289 157 53 158 270 159 19 160 1358
161 92 162 381 163 41 164 1342 165 86 166 455 167 55
168 2532 169 94 170 657 171 48 172 1829 173 74 174 843
175 84 176 2248 177 84 178 1039 179 110 180 3553 181 153
182 1198 183 116 184 2927 185 143 186 1810 187 153 188 3080
189 123 190 1983 191 192 192 5636 193 146 194 2323 195 161
196 4160 197 211 198 2809 199 198 200 4878 201 173 202 2800
203 232 204 7881 205 228 206 3589 207 202 208 6531 209 292
210 3880 211 225 212 6541 213 234 214 3912 215 251 216 9557
217 298 218 3856 219 257 220 6421 221 296 222 4228 223 227
224 6219 225 291 226 4082 227 284 228 7785 229 251 230 3443
231 178 232 5682 233 282 234 2690 235 204 236 4814 237 179
238 2284 239 210 240 5516 241 206 242 1556 243 137 244 2727
245 99 246 792 247 151 248 1900 249 171 250 438 251 42
252 785 253 64 254 197 255 104 256 374 257 43 258 137
259 20 260 207 261 102 262 83 263 40 264 82 265 21
266 115 267 11 268 103 269 27 270 32 271 37 272 44
273 31 274 49 275 2 276 54 277 22 278 1 279 48
280 5 282 37 285 3 288 3 291 1 294 7

Table 1. Free 5-sets in nonisomorphic Bus
(
5, 15

)
s

a triple system is a set of four blocks on six points. An easy count shows

that the number of Pasch configurations is bounded below by B
[3]
4 + 1

3B
[4]
4

and above by v(v − 1)(v − 3)/24. Hence in a closed Bus
(
5, 15

)
the Steiner

triple system admits the maximum number of Pasch configurations. Using the
Veblen-Young axiom [64], Stinson and Wei [60] establish that this maximum
is realized only when the Steiner triple system is projective, and hence v is of
the form 2k − 1. As expected, the Steiner triple system in Construction 2.1
is the projective one.

Theorem 4.5. There is only one Bus
(
6, 15

)
up to isomorphism, and it

contains no 6-blocks.
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Proof. Let (V,B) be a Bus
(
5, 15

)
and let F5 be its set of free 5-sets. In

order to extend to a Bus
(
6, 15

)
, every free 5-set must appear in exactly one

6-block. Hence

(4.1) |{F ∈ F5 : X ⊂ F}| ≡ 0 (mod 6− s) when X ⊂ V, 0 ≤ |X| = s < 5.

Of the 174, 691 nonisomorphic Bus
(
5, 15

)
s, exactly 110,302 violate (4.1) when

s = 0. Among the 64,389 with F5 ≡ 0 (mod 6), exactly 64,381 violate (4.1)
when s = 1. Eight Bus

(
5, 15

)
s remain, one with F5 = 0 and each of the other

seven with F5 = 168. Of these eight, six violate (4.1) when s = 2. Only one
Bus
(
5, 15

)
with F5 > 0 remains, having one point in no free 5-sets and each

of the other 14 points in 60 free 5-sets. (Every pair is in 0 or 20 free 5-sets.)
This system satisfies (4.1) with s = 3, as every triple is in 0, 6, or 12 free
5-sets. However, it violates (4.1) with s = 4, and hence no Bus

(
5, 15

)
with

F5 > 0 extends to a Bus
(
6, 15

)
.

The unique Bus
(
5, 15

)
with F5 = 0 forms a unique Bus

(
6, 15

)
(with no

6-blocks).

Although Steiner triple systems of order 19 have been exhaustively enu-
merated [16, 32], Steiner quadruple systems of order 20 have not. In any
event, Lemma 3.1 establishes nonexistence of a Bus

(
5, 19

)
. Examining possi-

ble Bus
(
5, 21

)
s, Bus

(
4, 21

)
s, or even Bus

(
3, 21

)
s, is beyond the range of current

computation. For reference, we tabulate the number of blocks in a putative
Bus
(
5, v
)

for some values of v.

v |B3| |B4| |B5|
13 26 65 78
15 35 105 168
21 70 315 882
25 100 550 1980

v |B3| |B4| |B5|
27 117 702 2808
31 155 1085 5208
33 176 1320 6864
37 222 1887 11322

4.4. A Doubling Construction. In the 1840s, Kirkman [36] showed that one
can double an S(2, 3, v) to form an S(2, 3, 2v + 1). In the 1930s, various
researchers [6, 12, 65] showed that one can double an S(3, 4, v+ 1) to form an
S(3, 4, 2v + 2). For binary codes, Plotkin [50], Vasil’ev [63], and Sloane and
Whitehead [54] showed (among other things) that one can double a perfect
binary one-error-correcting code of length v to produce one of length 2v + 1.
Solov’eva [55] and Phelps [48, 49] (see also [30]) give a framework for such
doubling, which we adopt here.

Theorem 4.6. Whenever a Bus
(
5, v
)

exists, a Bus
(
5, 2v + 1

)
exists.

Proof. Let e1, . . . , ev be the binary vectors of length v and Hamming
weight 1. Let C0 be a perfect 5-limited code of length v. Let Ci = {c⊕ei : c ∈
C0} for 1 ≤ i ≤ v. Let R0 be a (possibly different) 5-limited code of length v,
and define Ri for 1 ≤ i ≤ v in the same manner. Then for 0 ≤ i ≤ v define
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Di = {(x0, . . . , xv−1,
∑v−1

i=0 xi (mod 2)) : (x0, . . . , xv−1) ∈ Ri}. Because {Ci :
0 ≤ i ≤ v} is a partition of all binary vectors in {0, 1}v, distinct codewords c
and c′ are at distance at least 3 if c, c′ ∈ Ci for some i, distance at least 1 if
c ∈ Ci and c′ ∈ Cj for some i 6= j. Because {Di : 0 ≤ i ≤ v} is a partition of
all even weight binary vectors in {0, 1}v+1, distinct codewords d and d′ are
at distance at least 4 if d,d′ ∈ Di for some i, distance at least 2 if d ∈ Di and
d′ ∈ Dj for some i 6= j.

For 0 ≤ i ≤ v define Ei = {cd : c ∈ Ci,d ∈ Di}. (Here cd is the
concatenation of c and d.) Set E = ∪vi=0Ei. Distinct codewords cd and c′d′

in Ei must be at distance at least 4 if c = c′, at least 3 if d = d′, and at least
7 otherwise. Distinct codewords cd in Ei and c′d′ in Ej for i 6= j must be at
distance at least 3. Now C0 has 1

120v(v− 1)(v− 3)(v− 7) codewords of weight
5, while D0. has none. The numbers of codewords of smaller Hamming weight
in Ci and Di are tabulated here:

weight → 0 1 2 3 4
C0 1 0 0 1

6v(v − 1) 1
24v(v − 1)(v − 3)

D0 1 0 0 0 1
24 (v + 1)v(v − 1)

Ci, i 6= 0 0 1 1
2 (v − 1) 1

6 (v − 1)(v − 3) 1
24 (v − 1)(v − 3)2

Di, i 6= 0 0 0 1
2 (v + 1) 0 1

24 (v + 1)(v − 1)(v − 3)

It follows that E has 1 codeword of weight 0, 1
6 (2v + 1)(2v) of weight 3,

1
24v(v−1)(v−3) + 1

24 (v+1)v(v−1) + 1
4 (v+1)v(v−1) = 1

24 (2v+1)(2v)(2v−2) of

weight 4, and 1
120 (2v+1)(2v)(2v−2)(2v−6) of weight 5. Hence the codewords

of E of weight at most 5 form a perfect 5-limited code of length 2v + 1, and
a Bus

(
5, 2v + 1

)
exists.

Although the construction of [48, 49, 55] provides a doubling for Bus
(
5, v
)
s

that live in perfect binary one-error-correcting codes, Theorem 4.6 establishes
that their construction works for all Bus

(
5, v
)
s. It also provides numerous

nonisomorphic Bus
(
5, 2k−1

)
s not living in perfect binary one-error-correcting

codes.

4.5. Questions and speculations. Although Bus
(
4, v
)
s exist whenever v ≡ 1, 3

(mod 6), no Bus
(
5, v
)

is known for which v is not of the form 2k − 1. In

contrast with Steiner 4-designs [35], asymptotic existence for Bus
(
5, v
)
s is not

settled. It would be of substantial interest to produce any example for any v
not of the form 2k − 1, or perhaps to prove that none exists. We speculate
that one exists.

At this time, the only known Bus
(
6, v
)
s arise from Construction 2.1.

When v = 2k − 1 ≥ 31, truncating a perfect binary one-error-correcting code
need not produce a Bus

(
6, v
)
. Is there a Bus

(
6, 2k − 1

)
not isomorphic to one

from Construction 2.1? Again we speculate that one exists.
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The only known closed Bus
(
k, v
)
s have v = 2k−1 − 1 and arise from

Construction 2.1. Does there exist a closed Bus
(
k, v
)

not isomorphic to one
from Construction 2.1? If the answer is negative, it would prove the necessary
conditions given by Steiner and others if one supposes that Steiner’s question
demands a closed solution. We do not find sufficient evidence to advance a
speculation.

5. Extending the concept

We consider two ways in which Bussey systems (Steiner’s questions) can
be generalized. Assmus and Mattson [3] propose a different generalization
motivated by nonbinary perfect codes, which we do not pursue here.

5.1. Different Minimum Block Sizes. Steiner’s question supposes that B0 =
B1 = B2 = ∅, and hence the smallest blocks are triples. A natural generaliza-
tion is obtained when the smallest blocks have size m.

A Bussey system of base m, Busm
(
k, v
)
, is a set system (X,B) where

1. B0 = B1 = · · · = Bm−1 = ∅, and
2. for m− 1 ≤ t < k, every free t-set of points is contained in exactly one

block of Bt+1.

A Busm
(
k, v
)

is proper when Bk 6= ∅, and closed when no k-set is free.
We only consider cases when m > 0, for if B0 6= ∅, there could be no

nonempty blocks. A Bus1
(
k, v
)

is equivalent to a Bus2
(
k, v − 1

)
, obtained by

deleting the unique singleton block and the point contained in it. For larger
values of m, when k ∈ {m,m + 1} the correspondence with Steiner systems
is straightforward.

Lemma 5.1. Let m ≥ 2. The set system (V,B) is a Busm
(
m, v

)
if and

only if it is an S(m − 1,m, v). It is a Busm
(
m + 1, v

)
if and only if (V ∪

{∞},Bm+1 ∪ {B ∪ {∞} : B ∈ Bm}) is an S(m,m+ 1, v + 1).

When m = 3, a Bus3
(
k, v
)

is precisely a Bus
(
k, v
)
; there, Construction

2.1 and the results of Section 4.2 provide examples with k ≥ m + 2. One
interesting example with m = 5 follows.

Lemma 5.2. When t is odd and an S(t − 1, t, 2t + 1) exists, a closed
Bust

(
k, 2t+ 1

)
exists for all k ≥ t+ 1. In particular, a closed Bus

(
k, 7
)

exists

when k ≥ 4 and a closed Bus5
(
k, 11

)
exists when k ≥ 6.

Proof. An S(t−1, t, 2t+1) can always be extended to an S(t, t+1, 2t+2)
[1, 40], and hence a Bust

(
t+ 1, 2t+ 1

)
, (V,B), exists. Suppose to the contrary

that some (t+ 1)-set S is free. There are
(
t+1
t−1

)
= 1

2 t(t+ 1) free (t− 1)-sets F
in S, each of which must appear in a t-block. For each F ∈ F let xF be the
unique element for which F ∪{xf} is a t-block. Because S is free, xF ∈ V \S.
In the multiset M = {xF : F ∈ F}, the multiplicity of any element cannot



16 C. J. COLBOURN, D. L. KREHER AND P. R. J. ÖSTERGÅRD

exceed t+1
2 because no two t-blocks can share t− 1 points. Hence M consists

of the t elements of V \ S, each with multiplicity t+1
2 . Now consider a free

t-set F ′ ⊂ S. Exactly one (t + 1)-block S′ contains F ′ and the element in
S′ \ F ′ cannot be in F ′ or in M . Then S = S′ and S is a (t + 1)-block and
is not free, a contradiction. Because there are no free (t+ 1)-sets, (V,B) is a
proper, closed Bust

(
t+ 1, 2t+ 1

)
and a closed Bust

(
k, 2t+ 1

)
when k ≥ t+ 1.

The particular examples arise from an S(2, 3, 7) and an S(4, 5, 11).

The closed Bus
(
k, 7
)

from Lemma 5.2 is the one from Construction 2.1

again. The Bus5
(
k, 11

)
provides an example of a closed Bussey system with

base m not arising from Bussey’s construction, but it is proper only when
k = 6. We do not know any proper Busm

(
m + 2, v

)
with m ≥ 2 but m 6= 3.

A necessary, but not sufficient, condition for the explicit construction of a
Busm

(
m+2, v

)
is that there be an explicit construction of an S(m,m+1, v+1).

Although asymptotic existence has been established for Steiner systems [35],
infinitely many explicitly constructed S(m,m+1, v+1)s are known only when
m ∈ {2, 3}, and a small finite collection is known when m ∈ {4, 5} (see [17]).
For larger m, explicit examples remain elusive. Hence it is reasonable to focus
on small values of m. To eliminate many of the parameter sets for putative
Busm

(
m + 2, v

)
s, we establish useful necessary conditions patterned on the

divisibility conditions for Steiner systems (see [17]) and related designs [38].

Lemma 5.3. (Divisibility) In a proper Busm
(
k, v
)
, the number Fs of

free s-sets for 0 ≤ s < min(k,m+ 2) is

Fs =


1
s!

∏s−1
i=0 (v − i) if 0 ≤ s < m

1
m!

[∏m−2
i=0 (v − i)

]
(v −m) if s = m

1
(m+1)!

[∏m−2
i=0 (v − i)

]
(v −m)(v − 2m− 1) if s = m+ 1

and the number Br of r-blocks for 0 ≤ r ≤ min(k,m+ 2) is

Br =



0 if 0 ≤ r < m
1
m!

[∏m−2
i=0 (v − i)

]
if r = m

1
(m+1)!

[∏m−2
i=0 (v − i)

]
(v −m) if r = m+ 1

1
(m+2)!

[∏m−2
i=0 (v − i)

]
(v −m)(v − 2m− 1) if r = m+ 2

Whenever 0 ≤ s < r ≤ min(k,m+ 2),
(r
s)Br

Fs
is an integer.

Proof. The counts of free sets and blocks are straightforward. Every
subset of a free set is free, and every proper subset of a block is free. Hence
for s < r, every r-block contains

(
r
s

)
free s-sets. For 0 ≤ s < m, every free

s-set is contained in exactly
(

v
m−1−s

)
/
(

m−1
m−1−s

)
free (m − 1)-sets. Every free

(m − 1)-set is contained in one m-block and v − m free m-sets. Every free
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m-set is contained in one (m + 1)-block and v − 2m − 1 free (m + 1)-sets.
Every free (m+ 1)-set is contained in one (m+ 2)-block.

Applying the lemma when r ∈ {m,m + 1} yields the basic divisibility
conditions for Steiner systems, for example:

Corollary 5.4. A Busm
(
k, v
)

with k ∈ {m,m+ 1} can exist only when

1. v ≡ m (mod 2) when m ≥ 2,
2. v ≡ m,m+ 1 (mod 3) when k ≥ 3, and
3. v ≡ m,m+ 1,m+ 2,m+ 3 (mod 5) when k ≥ 5.

Proof. Apply Lemma 5.3 with r = m using s = m − 2 for the first
statement, s = m − 3 for the second statement when m ≥ 3, and s = m − 5
for the third statement when m ≥ 5. Apply Lemma 5.3 with r = m+ 1 using
s = m− 2 for the second statement when m = 2, and s = m− 4 for the third
when m = 4.

Corollary 5.5. A proper Busm
(
k, v
)

with k ≥ m+ 2 cannot exist when
m is even. When m ≥ 3 is odd and m ≡ 1, 5 (mod 6), one can exist only
if v ≡ m (mod 6). Moreover, when m ≥ 3 is odd, one can exist only if v ≡
m,m+2,m+3 (mod 5) when m ≡ 1, 7, 9 (mod 10), v ≡ m,m+2,m+3,m+4
(mod 5) when m ≡ 3 (mod 10), or v ≡ m,m+ 1,m+ 2,m+ 3 (mod 5) when
m ≡ 5 (mod 10).

Proof. When m is even, apply Lemma 5.3 with r = m+2 and s = m to
determine that 1

2 (v−2m−1) is an integer, so v ≡ 1 (mod 2). This contradicts
Corollary 5.4(1). When m ≥ 3 is odd, first apply Lemma 5.3 with r = m+ 2
and s = m − 1; then 1

6 (v − m)(v − 2m − 1) must be integral. Corollary
5.4(2) ensures that v ≡ m,m+ 4 (mod 6), so either m ≡ 3 (mod 6) or v ≡ m
(mod 6). Finally apply Lemma 5.3 with r = m + 2 and s = m − 3; then

1
120 (v −m+ 3)(v −m+ 2)(v −m)(v − 2m− 1) must be integral.

Summarizing the divisibility conditions for 2 ≤ m ≤ 5, one obtains:

m Busm
(
m, v

)
Busm

(
m+ 1, v

)
Busm

(
m+ 2, v

)
2 0 (mod 2) 0, 2 (mod 6) ∅
3 1, 3 (mod 6) 1, 3 (mod 6) 1, 3, 7, 13, 15, 21, 25, 27 (mod

30)
4 2, 4 (mod 6) 2, 4, 10, 14, 16,

20, 22, 26 (mod
30)

∅

5 3, 5, 11, 15, 17,
21, 23, 27 (mod
30)

3, 5, 11, 15, 17,
21, 23, 27 (mod
30)

5, 17, 23, 35, 47, 53, 65, 77, 95,
107, 113, 137, 143, 155, 173,
185, 197, 203 (mod 210)

Even for small values of m, the divisibility conditions are restrictive. In-
deed, cases with even values of m cannot lead to proper Bussey systems other
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than Busm
(
k, v
)
s with k ∈ {m,m + 1}, which are obtained directly from

Steiner systems (Lemma 5.1). Nevertheless, this generalization of Steiner’s
question may be fruitful for odd values of m.

5.2. Higher index. A Bussey system of index λ, Bus
(
k, v, λ

)
, is a set system

(X,B), where

1. B0 = B1 = B2 = ∅,
2. for 2 ≤ t < k, each t-subset of points containing x ≥ 0 blocks of ∪tj=2Bj

is contained in max(0, λ− x) blocks in Bt+1.

This coincides with the definition when λ = 1, where a blocked set may
contain many blocks.

We produce Bus
(
5, v, λ

)
s by adapting the well-known Kramer-Mesner

technique [37]. We consider only systems in which, for every t-set T with
2 ≤ t < k, the number of blocks contained in T plus the number that prop-
erly contain T is equal to λ. Define the matrix W : P(X) × P(X) → Z
by

W [T,K] =

{
1 if T ⊆ K and
0 otherwise

and for integers 0 ≤ t, k ≤ v let Wtk be the restriction of W to
(
X
t

)
×
(
X
k

)
.

To construct a Bus
(
5, v, λ

)
we let

M =

 W23 O24 O25

I3 W34 O35

WT
34 I4 W45

 ,
where It is the

(
v
t

)
by
(
v
t

)
identity matrix, and Otk is the

(
v
t

)
by
(
v
k

)
matrix

of 0s. A Bus
(
5, v, λ

)
that may have repeated blocks is found when there is a

non-negative valued solution U to MU = λJ , where J = [ 1, 1, ...., 1︸ ︷︷ ︸
(v
3)+(v

4)+(v
5)

]T.

A permutation subgroup G of Sym(X) (the symmetric group on X) acts
on the subsets of X in a natural way:

g(S) = {g(x) : x ∈ X}, for g ∈ G and S ⊆ X,

partitioning the subsets into orbits. Let ,P(X)/G be the collection of G-
orbits of subsets, and define the matrices A :,P(X)/G×,P(X)/G → Z and
B :,P(X)/G×,P(X)/G→ Z by

A[∆,Γ] = |{K ∈ Γ : K ⊇ T0} and B[∆,Γ] = |{T ∈ ∆ : T ⊆ K0}|,

where T0 ∈ ∆ and K0 ∈ Γ are any fixed representatives. Let Atk and Btk

be the projections onto
(
X
t

)
/G×

(
X
k

)
/G. Let nt = |

(
X
t

)
/G| be the number of

orbits of t-subsets.



BUSSEY SYSTEMS AND STEINER’S TACTICAL PROBLEM 19

To construct a Bus
(
5, v, λ

)
with G as an automorphism group we let

M =

 A23 O24 O25

I3 A34 O35

BT
34 I4 A45

 ,
where It is the nt by nt identity matrix, and Otk is the nt by nk matrix of
0s. A Bus

(
5, v, λ

)
with G as an automorphism group that may have repeated

blocks is found when there is a non-negative valued solution U to MU = λJ ,
where J = [1, 1, ...., 1︸ ︷︷ ︸

n2+n3+n4

]T.

Using a backtracking search we obtained the following Bus
(
5, v, λ

)
s with

λ ∈ {2, 6}.

Bus
(
5, 13, 2

)
.

Generators for automorphism group G of order 12.

(0,1,2,3,4,5,6,7,8,9,10,11)

Base blocks for a Bus
(
5, 13, 2

)
with automorphism group G

B3: {0, 4, 8}, {0, 3, 8}, {0, 2, 12}, {0, 1, 6}, {0, 1, 3}
B4: {0, 4, 8, 12}, {0, 3, 7, 12}, {0, 2, 6, 8}, {0, 2, 4, 9}, {0, 2, 4, 7},
{0, 1, 10, 12}, {0, 1, 7, 12}, {0, 1, 5, 6}, {0, 1, 4, 10}, {0, 1, 3, 9},
{0, 1, 2, 9}, {0, 1, 2, 5}

B5: {0, 3, 6, 9, 12}, {0, 3, 6, 9, 12}, {0, 2, 6, 8, 12}, {0, 2, 5, 9, 12},
{0, 1, 5, 7, 10}, {0, 1, 5, 7, 10}, {0, 1, 4, 6, 8}, {0, 1, 4, 5, 12},
{0, 1, 4, 5, 12}, {0, 1, 3, 4, 7}, {0, 1, 2, 8, 10}, {0, 1, 2, 8, 10},
{0, 1, 2, 7, 12}, {0, 1, 2, 6, 9}, {0, 1, 2, 3, 5}

Bus
(
5, 21, 6

)
.

Generators for automorphism group G of order 336.

(0)(1,2,4,3,6,10,15,17)(5,8,14,16,20,18,13,19)(7,12,9,11)

(0,1,6)(2,3,7,17,10,11)(4,5,20,15,16,19)(8,9,18,14,12,13)

Base blocks for a Bus
(
5, 21, 6

)
with automorphism group G

B3: {0, 5, 9}, {0, 1, 19}, {0, 1, 2}
B4: {0, 5, 7, 9}, {0, 1, 9, 18}, {0, 1, 9, 12}, {0, 1, 9, 12}, {0, 1, 4, 14},
{0, 1, 4, 6}, {0, 1, 3, 14}, {0, 1, 3, 10}, {0, 1, 2, 14}, {0, 1, 2, 7}

B5: {0, 5, 7, 9, 20}, {0, 1, 9, 12, 13}, {0, 1, 6, 8, 9}, {0, 1, 4, 13, 14},
{0, 1, 4, 8, 20}, {0, 1, 4, 8, 20}, {0, 1, 4, 6, 15}, {0, 1, 3, 8, 14},
{0, 1, 2, 18, 19}, {0, 1, 2, 8, 16}, {0, 1, 2, 6, 13}, {0, 1, 2, 6, 13},
{0, 1, 2, 5, 12}, {0, 1, 2, 4, 9}, {0, 1, 2, 3, 15}, {0, 1, 2, 3, 4}

Bus
(
5, 25, 2

)
. Let f(X) = X2 −X + 1. Over Z5 the values of f are

X 0 1 2 3 4
f(X) 1 1 3 2 3

.
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Hence f(X) has no roots in Z5 and is irreducible, so F25 ≈ Z5/(X
2−X+1) is

the finite field of order 25. We identify the elements of F25 with the monomials
aX + b, a, b ∈ Z5. Let g = X + 1. Place i in cell [a, b] if gi = aX + b in an
array

0 1 2 3 4
0 0 18 6 12
1 20 1 3 17 16
2 14 11 19 10 21
3 2 9 22 7 23
4 8 4 5 15 13

.

Each cell (except [0,0]) is occupied by (a single) entry. Thus g generates F∗25

the multiplicative group of the field, and

α : X 7→ X + 1

β : X 7→ X + x

γ : X 7→ gX,

generates the affine group AF (25) = {Y 7→ aY + b : a, b ∈ Z5, a 6= 0}.
Base blocks for a Bus

(
5, 25, 2

)
with automorphism group G

B3: {0, 1, g10}
B4: {0, 1, g17, g7}, {0, 1, g20, g}, {0, 1, g18, g14}
B5: {0, 1, g20, g17, g19}, {0, 1, g18, g10, g23}, {0, 1, g18, g16, g9},
{0, 1, g18, g16, g9}, {0, 1, g18, g17, g13}, {0, 1, g18, g17, g13},
{0, 1, g18, g, g22}, {0, 1, g18, g20, g5}, {0, 1, g18, g20, g5},
{0, 1, g18, g6, g12}, {0, 1, g18, g6, g12}

Bus
(
5, 27, 2

)
.

Four generators for the automorphism group G of order 702.

(0,1,2)(3,4,5)(6,7,8)(9,10,11)(12,13,14)(15,16,17)

(18,19,20)(21,22,23)(24,25,26)

(0,3,6)(1,4,7)(2,5,8)(9,12,15)(10,13,16)(11,14,17)

(18,21,24)(19,22,25)(20,23,26)

(0,9,18)(1,10,19)(2,11,20)(3,12,21)(4,13,22)(5,14,23)

(6,15,24)(7,16,25)(8,17,26)

(0)(1,6,9,8,12,26,16,14,20,7,15,17,11,2,3,18,4,24,13,

23,25,10,5,21,22,19)

Base blocks for a Bus
(
5, 27, 2

)
with automorphism group G

B3: {0, 1, 2}, {0, 1, 2}
B4: {0, 1, 3, 17}, {0, 1, 3, 17}
B5: {0, 1, 3, 15, 25}, {0, 1, 3, 15, 19}, {0, 1, 3, 12, 25}, {0, 1, 3, 12, 18},
{0, 1, 3, 10, 14}, {0, 1, 3, 7, 10}, {0, 1, 3, 5, 13}, {0, 1, 3, 4, 9}

These examples of Bus
(
5, v, 2

)
s for v ∈ {13, 25, 27} show that when λ > 1,

Bussey systems with k = 5 can exist when v is not of the form 2` − 1. Is the
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current lack of such systems for λ = 1 simply because we have thus far not
considered sufficiently large values of v?

6. Concluding Remarks

Our development of Steiner’s problems and Bussey systems has focussed
on combinatorial designs, and to a lesser extent on codes. We expect that
other viewpoints can also be illuminating. Steiner’s motivation was geometric,
but we have not developed the connections with cubic and quartic curves
here; instead we recommend an old but thorough monograph [53]. In another
direction, because no block contains another, every Bus

(
k, v
)

is a special type
of Sperner family [56] or clutter ; see [31], for example.

We find it surprising that after 170 years, Steiner’s problems remain al-
most unexplored when k ≥ 5. Naturally the early confusion in attribution
has had a lot to do with this. Nevertheless, Bussey’s century-old Construc-
tion 2.1 remains the only general construction for all k. In this paper we have
exploited connections with Steiner systems and with perfect binary one-error-
correcting codes, together with extensive computation, to provide a wealth
of Bus

(
5, 15

)
s not arising from Bussey’s construction, or even from perfect

codes. Together with existence results for a higher-index analogue, these sug-
gest that the solutions to Steiner’s problem, which we call Bussey systems,
admit a rich structure that warrants much further research.
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