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Abstract. In this paper we extend the consideration of G. Leoni per-
taining to the finite-energy sequences of the one-dimensional Cahn-Hilliard

functional

Iε0(u) =

∫ 1

0

(
ε2u′2(s) +W (u(s))

)
ds ,

where u ∈ H1(0, 1) and where W is a two-well potential with symmet-

rically placed wells endowed with a non-standard integrability condition.
We introduce several new classes of finite-energy sequences, we recover

their underlying geometric properties as ε −→ 0, and we prove the related

compactness result.

1. Introduction

We study asymptotic behavior of the functional Iε0 : H1(0, 1) −→ R
defined by

(1.1) Iε0(u) :=

∫ 1

0

(
ε2u′2(s) +W (u(s))

)
ds ,

as a small parameter ε tends to zero, where W is a non-negative continuous
function with the suitable behavior at infinity such that W (ζ) = 0 if and only
if ζ ∈ {−1, 1} holds true (in short, the two-well potential with symmetrically
placed wells). The functional (1.1) (see [2], [10], [20], [23]) is known as the
Cahn-Hilliard functional (or as the Modica-Mortola functional). To simplify
the notation, we often omit to relabel subsequences, and by ”a sequence (xε)”
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2 A. RAGUŽ

we mean a sequence defined only for countably many ε = εn such that εn −→ 0
as n −→ +∞. We recall that the following definitions:

Definition 1.1. We say that (xε) is a pre-compact sequence in a met-
ric space X if every subsequence of (xε) admits a further subsequence which
converges in X. We say that a sequence (zε) in a metric space Z is a finite-
energy sequence (or an FE sequence for short) for a sequence of functionals
F ε : Z −→ [0,+∞] if it holds that lim supε−→0 F

ε(zε) < +∞.

In this paper, by (uε) we always denote an arbitrary FE sequence for
(ε−1Iε0) in H1(0, 1). Accordingly, throughout Sections 2-5, the expression ”an
FE sequence” is reserved for an FE sequence (uε) for (ε−1Iε0). As a conse-
quence of the definitions above, FE sequences for the rescaled functional (1.1)
do not develop internally created small scale oscillations, which makes them
easier to handle (compare [29], [31], [32], [33]) for the study of the second-order
variants of (1.1) with internally created small oscillatory scale). Such singu-
lar perturbation problems are studied within the framework of the gradient
theory of phase transitions (cf. [1] or [18]). In the case of the functional (1.1),

the term
∫ 1

0
ε2|u′|2 penalizes rapid changes of the density u and it plays the

role of an interfacial energy. The small positive quantity ε is the thickness
of the transition layer separating two different phases or states of u within
the domain (0, 1). Different phases develop as the result of the minimization
process subject to a given mass constraint. As we pass to the limit as ε −→ 0,
optimal configurations described by geometric properties of the minimizing
sequence (uε) of (1.1) resemble more and more the optimal configuration of
the system subject to classical assumptions in the theory of phase transitions,
where it is assumed that the contact area between different phases of u is
concentrated on the interfacial surface of thickness zero. Similar types of
functionals appear in studying coherent solid-solid phase transformations and
can be understood as a simplified one-dimensional model for a phase transi-
tion at a martensite-austenite interface (cf. [3], [24] and references therein).
Extensive literature is available on a wider subject, and our list of references
is by no means complete, nor does it attempt to cite the most important
contributions (a more complete list is available in, for instance, [7], [25]). Al-
though many authors studied asymptotic behavior of the functionals similar
to (1.1), the analysis is usually done under rather strong growth conditions
on W (cf. [4], [11], [19], [28], [37]). In particular, the commonly used classical
Fonseca-Tartar assumption (cf. [15]) requires that W grows at least linearly
at infinity (in such a case we say that W is coercive). For such a choice of W ,
we immediately deduce equi-integrability of (uε) in L1(0, 1) of an arbitrary
FE sequence (uε), which (by the Vitali convergence theorem) gives strong
pre-compactness of (uε) in L1(0, 1) as ε −→ 0. Such compactness result is the
prerequisite for the proof of Γ-convergence of (ε−1Iε0) on L1(0, 1) as ε −→ 0.
One possibility of relaxing the assumptions on W is to consider the case of
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W which satisfies a suitable non-integrability condition

(1.2)

∫ +∞

0

√
V (ξ)dξ = +∞ ,

where V : [0,+∞) −→ [0,+∞) is defined by V (ξ) := min{W (ζ) : |ζ| = ξ}.
We refer to such a case as the non-integrable case. In the relatively re-
cent paper [20], G. Leoni obtained strong pre-compactness of FE sequences
(uε) for (ε−1Iε0) (equipped with the mass constraint) in L1(0, 1) under the
non-integrability assumption (1.2). Boundedness of an FE sequence (uε) in
Lp(0, 1), where p > 0, is already sufficient to bring about its underlying geom-
etry as ε −→ 0 (cf. Theorem 3.2, (iii)). As a typical example ofW which satis-

fies (1.2) (
∫
R

√
W (ζ)dζ < +∞, resp.), we consider W such that for 0 ≤ q ≤ 2

(q > 2, resp.) and R0 > 1 it holds that

(1.3)
c0
|ζ|q ≤W (ζ) ≤ C0

|ζ|q ,

for every |ζ| ≥ R0, where 0 < c0 ≤ C0 < +∞. In this paper, a particular
emphasis is placed on the optimality of the assumptions on W . We always
assume that W satisfies W (ζ) = 0 iff ζ ∈ {±1}, W ≥ 0. If no additional
properties of W are assumed, we refer to such W as an arbitrary two-well
potential. Furthermore, we introduce the following integrability condition
(non-integrability condition, resp.), which is essential to our setting:

(1.4)

∫ +∞

0

√
V (ξ)dξ < +∞

(1.5)
(∫ +∞

0

√
V p(ξ)dξ = +∞, where 1 < p < +∞, resp.

)
.

In particular, our assumptions on W allow the consideration of the case
lim infξ−→+∞ V (ξ) = 0 and/or lim supξ−→+∞ V (ξ) = +∞. These assump-
tions constitute a non-standard behavior of W as infinity, and are not well
covered in the literature. The main technical tool in the proofs of our results
is the area formula (cf. [22], Theorem 3.65, p. 100). Herein, we present cer-
tain underlying asymptotic properties of FE sequences of the one-dimensional
Cahn-Hilliard functional ε−1Iε0 , where W is a two-well potential with sym-
metrically placed wells endowed with aforementioned integrability condition,
whereby FE sequences are not a priori bounded in L1(0, 1). To this end, in
Section 2, we introduce a number of new classes of sequences, we describe
the relation between them, and we provide some examples. In Section 3, we
present a priori estimates for FE sequences in the case of an arbitrary two-
well potential W . In Section 4 (Section 5, resp.), we recover further results,
subject to appropriate assumptions on the two-well potential W , which can
be interpreted as regularity results parallel to Theorem 1.3 in [20], including
a variant of classical compactness result (Theorem 5.2). As such, our results
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should be primarily viewed as a further development of the considerations
in [20]. We were not able to find these results in widely available sources.
To the best of our knowledge, observations stated in Theorem 4.1, Proposi-
tion 4.2 and Proposition 5.1 are new, as well as several notions introduced in
Definition 2.1 and Definition 2.2. While Theorem 5.2 is well-known (cf. [21]),
herein we present its technical improvement. Results of Proposition 3.3 and
Corollary 3.4 are most-likely also well-known, but not easily found in the lit-
erature. In Theorem 4.3 and Theorem 5.3 we summed up the main results of
this paper.

A very similar functional to Iε0 is Jε
0 : H2(0, 1) −→ R, where

(1.6) Jε
0 (v) :=

∫ 1

0

(
ε2v′′2(s) +W (v′(s))

)
ds .

The functional (1.1) is usually equipped with the mass constraint
∫ 1

0
u(s)ds =

0, which, in the notation (1.6) (see also [3] or [24]), is equivalent to the
constraint v ∈ H2

#(0, 1), where H2
#(0, 1) := {v ∈ H2(0, 1) : v(0) = v(1)}

(cf. Corollary 3.4). In one-dimensional case considered herein, the replace-
ment of u by v′ is no loss of generality, but it has the advantage of enabling
a simple introduction of the lower-order perturbation of Iε0 . One example of
such lower-order perturbation is Jε

α : H2(0, 1) −→ R,

(1.7) Jε
α(v) := Jε

0 (v) + α0

∫ 1

0

v2(s)ds ,

where α > 0 (cf. [3]). Another way of interpreting the functional (1.1) is to
view it as a very special case of singularly perturbed functional of the type

u 7→
∫ 1

0
f(s, u(s), u′(s))ds (cf. [6]). If q = −1 is chosen in (1.3), the standard

approach to the asymptotic problem associated with (1.6) uses the so-called
Zhang’s lemma (cf. [26]) which provides direct approximation of an arbitrary
FE sequence for the rescaled functional (1.6) by an equi-Lipschitz FE sequence
(compare [35]).

Following [3], we consider a compact metric space (K, d) (the space of pat-
terns), which is the set of all measurable mappings x : R −→ [−∞,+∞] (mod-
ulo equivalence λ-almost everywhere, where λ is one-dimensional Lebesgue
measure), endowed with the metric d defined by

d(x1, x2) :=
∞∑

k=1

1

2kαk
|
∫

R

yk

( 2

π
arctanx1 −

2

π
arctanx2

)
dλ| ,

where (yk) is a sequence of bounded functions which are dense in L1(R), such
that the support of yk is a subset of (−k, k), with αk := ∥yk∥L1 + ∥yk∥L∞ . As
shown in [3], p. 806, Lp

loc(R) continuously embeds in K for every p ∈ [1,+∞].
The notation C(K) (C0(R), resp.) stands for the space of all continuous
real functions on K (the space of all continuous real functions on R which
vanish at infinity, resp.), whose dual is identified with the space of all real
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Radon measures on K (all real bounded Radon measures on R, resp.), de-
noted by M(K) (Mb(R), resp.), endowed with the corresponding weak-star
topology. By P(K) (P(R), resp.) we denote the set of all probability mea-
sures in M(K) (Mb(R), resp.). By L∞w∗(Ω;M(K)) (L∞w∗(Ω;Mb(R)), resp.)
we denote the dual of L1(Ω;C(K)) (L1(Ω;C0(R)), resp.), where Ω ⊆ R is
measurable set such that 0 < λ(Ω) < +∞. The set of all K-valued (R-
valued, resp.) Young measures on Ω, denoted by YM(Ω;K) (L∞w∗(Ω;P(R)),
resp.), is the set of all ν ∈ L∞w∗(Ω;M(K)) (ν ∈ L∞w∗(Ω;Mb(R)), resp.) such
that νs ∈ P(K) (νs ∈ P(R), resp.) for almost every s ∈ Ω, where ν(s) := νs,
s ∈ Ω, and it is always endowed with the weak-star topology of L∞w∗(Ω;M(K))
(L∞w∗(Ω;Mb(R)), resp.). The elementary Young measure associated to a mea-
surable map u : Ω −→ K (u : Ω −→ R, resp.) is the map δu : Ω −→ M(K)
(δu : Ω −→ Mb(R), resp.) given by δu(s) := δu(s), s ∈ Ω. Besides the funda-
mental theorem of Young measures which involves R-valued Young measures
(cf. [5] or [27]), we use the version of the theorem which involves K-valued
Young measures (cf. [3]). The main advantage of the introduction of the no-
tion of K-valued Young measures comes from the fact that compactness of
YM((0, 1);K) is guaranteed by compactness of K (such a compactness fails
in the case of R-valued Young measures). We say that a sequence of measur-
able sets (Kη) increases to a non-empty bounded interval J ⊆ R as η ↘ 0,
and we write Kη ↗ J as η ↘ 0, if it holds that χKη

↗ χJ (a.e. s ∈ R) as
η ↘ 0, and if there exists 0 < η < λ(J) such that for every 0 < η ≤ η we
have λ(J\Kη) ≤ η, and such that 0 < η2 ≤ η1 ≤ η implies Kη1 ⊆ Kη2 ⊆ J .
We also introduce abbreviations mε := min[0,1] |uε|, Mε := max[0,1] |uε|, and
mε(A) := infA |uε|, Mε(A) := supA |uε|, where A ⊆ [0, 1] is an arbitrary mea-
surable set of strictly positive measure λ, and where (uε) is an FE sequence
for (ε−1Iε0). By u⌞ω we denote the restriction of the function u : Ω −→ R
on the set ω ⊂ Ω, while by u←(ξ) we denote the pre-image of ξ with re-
spect to u, i.e., u←(ξ) := {s ∈ Ω : u(s) = ξ}. We recall that we say that
a sequence (uε) is a.e. point-wise bounded on Ω as ε −→ 0 if it holds that
lim supε−→0 |uε(s)| < +∞ (a.e. s ∈ Ω). By cardS we denote the cardinality
of a set S. Throughout the paper, we assume that every Sobolev function
u ∈ W1,p(0, 1), where 1 ≤ p ≤ +∞, is already replaced by its absolutely con-
tinuous representantive (cf. [12], Theorem 1, p. 163). By BV(0, 1) we denote
the set of all real functions of bounded variation on (0, 1) (cf. [12], p. 166), and
we say that a set E ⊆ (0, 1) is a set of finite perimeter in (0, 1) if it holds that
χE ∈ BV(0, 1). If a measurable function ψ : [0,+∞) −→ [0,+∞) belongs to
L1
loc((ρ,+∞); dµ), where ρ ≥ 0, dµ = gdλ, g ∈ L1

loc(ρ,+∞), g ≥ 0, we define
lim infξ−→+∞ ψ(ξ) := lim infξ−→+∞ ψ⋆(ξ), where ψ⋆ denotes the precise rep-
resentative of ψ (cf. [12], p. 46), which is well-defined for every ξ ∈ [0,+∞).
By suppµ we denote the support of µ ∈ Mb(R) (µ ∈ M(K), resp.). Finally,
we write ”WLG” as an abbreviation instead of the expression ”without loss
of generality”.
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2. Terminology

To simplify the statements of our main results, we introduce the following
terminology. Note that in the definitions below we do not require that (uε)
is an FE sequence, but we primarily do have FE sequences in mind. We are
focused on two different sets of properties of FE sequences, which are stated
in the definitions below on the level of arbitrary sequences: boundedness and
oscillation. We begin with the definition pertaining to boundedness of a given
sequence.

Definition 2.1. Consider a sequence (uε) in C(J), where J ⊆ R is a
non-empty bounded open interval. We say that the sequence (uε) is:

(i) normal (or N) on J if there exists a sequence (cε) in J such that
(uε(cε)) is bounded,

(ii) uniformly normal (or UN) on J if there exists ε0 > 0 and a measurable
set G ⊆ J such that λ(G) > 0 with the property: for every measurable
set A ⊆ G such that λ(A) > 0 it holds that sup0<ε≤ε0mε(A) < +∞.

If vε ∈ C1[0, 1] is Tε-periodic for some 0 < Tε ≤ 1 for every 0 < ε ≤ ε0,
then the Rolle theorem implies the normality of the sequence (v′ε) on (0, 1).
The Rolle theorem also implies that for a sequence (vε) of periodic smooth

functions it holds that (ε
1
2 v′ε) is normal iff (v′ε) is normal. In particular, for

every FE sequence (vε) for (ε
−1Jε

0 ) in H2
#(0, 1) it follows that (v

′
ε) is a normal

FE sequence. Typical condition which is imposed on FE sequences (uε) for
(ε−1Iε0) in H1(0, 1) is the mass constraint condition m̃ε = m for some m ∈ R,

where m̃ε :=
∫ 1

0
uε(s)ds (cf. [20]), which (by the integral mean value theorem)

also implies the normality of (uε). Roughly speaking, if there exist at least two
disjoint non-empty open intervals J ⊆ (0, 1) such that osc(|u|; J) ≥ b− a > 0,
where osc(|u|; J) := supJ|u|−infJ |u| and 0 ≤ a < b < +∞, we have some kind
of oscillatory sequence. In particular, if a normal sequence (uε) is unbounded
in L∞(0, 1), then uε fulfills the later condition for at least one non-empty open
interval Jε for every 0 < ε ≤ ε0 (up to a subsequence). In the next definition,
we introduce several notions pertaining to oscillatory properties of a given
sequence.

Definition 2.2. Consider a sequence (uε) in C(J), where J ⊆ R is a
non-empty open interval. We say that the sequence (uε) is:

(i) lower pre-oscillatory (or LPO) on J if there exists a sequence of mea-
surable sets (Kη) which increases to J as η ↘ 0, such that there exists
0 < η < λ(J) with the following property: for every 0 < η ≤ η we have

(2.8) lim inf
ξ−→+∞

lim inf
ε−→0

card{|uε,η|←(ξ)} = 0 , where uε,η := uε⌞Kη ,
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and where the mapping ξ 7→ lim infε−→0 card{|uε,η|←(ξ)} belongs to
L1
loc((ρ,+∞); dµ), with dµ = gdλ, ρ ≥ 0, g ∈ L1

loc(ρ,+∞), and g(ξ) >
0 (a.e. ξ ∈ (ρ,+∞)),

(ii) (a, b)-steady oscillatory (or (a, b)-SO) on J if there exists ε0 > 0 such
that for every 0 < ε ≤ ε0 there exists at most Nε = Nε(a, b) pairwise

disjoint non-empty open intervals (Jε
i )

Nε
i=1 in J such that infJε

i
|uε| ≤ a,

supJε
i
|uε| ≥ b, sup0<ε≤ε0Nε ≤ N0 for some N0 = N0(a, b) ∈ N,

(iii) steady oscillatory (or SO) on J if it is (a, b)-steady oscillatory on J
for every 0 ≤ a < b < +∞,

(iv) rapidly oscillatory (or RO) on J if there exists 0 ≤ a < b < +∞ such
that lim supε−→0Nε(a, b) = +∞.

To proceed, we remark that the choice of the domain (being (0, 1) or
some other choice) and periodicity of the sequence (uε) may significantly
affect oscillatory properties in the definition above. Consider open non-empty
intervals J1, J2 ⊆ R such that J1 ⊆ J2. Then it holds that: if (uε) is an
SO sequence (an RO sequence on J1, resp.) on J2 , then it is also an SO
sequence on J1 (an RO sequence on J2, resp.). For instance, every sequence
of non-constant functions in H1

per(0, 1) is an RO sequence on R, but not
necessarily on (0, 1). By contrast, an extreme example of a sequence with
no oscillations at all is a constant sequence, for which we have Nε(a, b) = 0
for arbitrary 0 ≤ a < b < ∞ and for sufficiently small ε, and which is an
LPO sequence. To illustrate occurrence of those oscillatory properties, we
consider α, β ∈ R and we set uε(s) := εβsin

(
2π
εα s

)
, s ∈ R. If β ≥ 0 (β < 0,

resp.), then (uε) is an LPO sequence on R ((uε) is not an LPO sequence
on R, resp.) for every α ∈ R. If it holds that β = 0 and α > 0, then
limε−→0Nε(a, b) = +∞ provided 0 < a < b < 1, and limε−→0Nε(a, b) = 0
provided 0 ≤ a < 1 < b < +∞ or 1 ≤ a < b < +∞. Thus, (uε) is an RO
sequence on (0, 1), and an (a, b)-SO sequence on (0, 1) as well (and also on
R) provided 0 ≤ a < 1 < b < +∞ or 1 ≤ a < b < +∞. Furthermore, if
it holds that β = 0 and α ≤ 0, then 0 < limε−→0Nε(a, b) < +∞ provided
0 < a < b < 1, and limε−→0Nε(a, b) = 0 provided 0 ≤ a < 1 < b < +∞
or 1 ≤ a < b < +∞, and therefore, (uε) is an SO sequence on R. Finally,
if β ̸= 0, for every α ∈ R we have limε−→0Nε(a, b) = 0 for every 0 ≤
a < b < +∞, and it results again that (uε) is an SO sequence on R. On
the level of FE sequences (uε) in H1(0, 1) (H1

per(0, 1), resp.), we always set
J := (0, 1), and we use abbreviations like ”(uε) is an SO sequence” instead
of ”(uε) is an SO sequence on (0, 1)” whenever there is no confusion what
the chosen domain J is. In the definitions above, we attempted to capture
different properties of FE sequences, the absence of which can result in the
loss of strong pre-compactness in L1(0, 1). Essential properties of such FE
sequences are prescribed on setsKη, whereas on ”bits” (0, 1)\Kη of arbitrarily
small measure we allow any type of behavior of (uε). In particular, as we
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pass to the limit as η −→ 0, we can extract a subsequence (uεη ), where
limη−→0 εη = 0, such that uεηχKη

behaves in a certain way, as expressed in
definitions above. The asymptotic analysis as ε −→ 0 of FE sequences (uε)
which are strongly pre-compact in L1(0, 1) is well-covered in the literature
(for instance cf. [1], [2], [4], [7], [8], [20], [21]). Typically, pre-compactness is
obtained by proving (or assuming) that a chosen FE sequence is bounded in
L∞(0, 1) as ε −→ 0. In the language introduced in Definition 2.1, we restate
Theorem 1.3 in [20].

Proposition 2.3. Consider a two-well-potential W which satisfies (1.2).
Then every normal FE sequence is bounded in L∞(0, 1) as ε −→ 0. As a
consequence, every normal FE sequence is strongly pre-compact in L1(0, 1) as
ε −→ 0.

Our results are a continuation of Leoni’s remarks in [20] (cf. Example 1.4
and Remark 1.5 therein). We begin with some observations for an arbitrary
two-well potential W .

3. The case of arbitrary W

As the following results show, in the case of an arbitrary two-well poten-
tial W , it is necessary to impose at least some (though very weak) point-wise
bounds to an arbitrary FE sequence in order to obtain Lp(0, 1) bounds (com-
pare [20], Example 1.4). In the first lemma, we also provide L∞-bound for a
quite large class of FE sequences (uε).

Lemma 3.1. Consider an arbitrary W and an arbitrary FE sequence (uε).

If (ε
1
2uε) is a normal sequence, then we have the following:

(i) lim supε−→0 ∥ε
1
2uε∥L∞(0,1) < +∞,

(ii) If for some p > 0 there exists ε0 > 0 and R0 >> 1 such that we have

sup0<ε≤ε0 ε
− p

2 λ{|uε| > R0} < +∞, then (
∫ 1

0
|uε|p) is bounded,

(iii) If there exists ε0 > 0 such that limR−→+∞ sup0<ε≤ε0 ε
− 1

2λ{|uε| >
R} = 0, then (uε) is weakly pre-compact in L1(1, 0).

Proof. First, we address the proof of (i). Jensen’s inequality implies

that M ≥ ε
∫ 1

0
|u′ε|2 ≥ ε∥u′ε∥2L1(1,0), and so ε

1
2 ∥u′ε∥L1(1,0) ≤ M

1
2 . We consider

aε, bε ∈ [0, 1] such that |uε(aε)| = mε, |uε(bε)| = Mε, and we recall that
we have |u′ε(s)| = ||uε|′(s)| (a.e. s ∈ (0, 1)) (cf. [38], Theorem 2.1.11, p. 48).
Next, we apply the fundamental theorem of calculus for absolutely continuous
functions (cf. [17], Theorem 6.52, p. 364), which gives

M
1
2 ≥ ε

1
2

∫ 1

0

|u′ε| ≥ ε
1
2 |
∫ bε

aε

|uε|′| = ε
1
2 (Mε −mε) ,

getting ε
1
2Mε ≤ M

1
2 + ε

1
2mε. Because of the normality of (ε

1
2uε), it results

that the sequence (ε
1
2mε) is bounded, and so is (ε

1
2Mε).
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The assertion (ii) follows by the estimate
∫

{|uε|>R0}
|uε|p ≤ Cε−

p
2 λ{|uε| > R0} .

The assertion (iii) is a consequence of the Dunford-Pettis theorem (cf. [14],
Theorem 2.54, or [9]), since the assumption in (iii) provides uniform integra-
bility of the sequence (uε).

The following theorem captures (the integrable case being of particular
interest here) asymptotic properties shared by all FE sequences which are
Lp-bounded on a sequence of measurable subsets of arbitrarily large measure
in (0, 1).

Theorem 3.2. Consider an arbitrary W and an arbitrary FE sequence
(uε) for (ε−1Iε0) with the property: there exist 0 < p ≤ +∞ and 0 < η < 1
such that for every 0 < η ≤ η (uε) is bounded in Lp(Kη), where the sequence
of sets (Kη) satisfies Kη ↗ (0, 1) as η ↘ 0. Then the following conclusions
hold:

(i) |uε| λ−−−→1 on (0, 1) as ε −→ 0. Moreover, every subsequence of (uε)
allows a further subsequence (not relabeled) such that

(3.9) |uε(s)| −→ 1 (a.e s ∈ (0, 1)) as ε −→ 0 ,

(ii) (uε) is a sequence which is a.e. point-wise bounded on (0, 1) as ε −→ 0,
(iii) an arbitrary subsequence of (uε) allows a further subsequence (not re-

labeled) which satisfies

(3.10) δuε

∗−−−⇀θ0δ−1 + (1− θ0)δ1 in YM((0, 1);K) as ε −→ 0 ,

for some measurable function (which depends on the chosen subse-
quence) θ0 = θ0(s) which satisfies 0 ≤ θ0(s) ≤ 1 (a.e. s ∈ (0, 1)),

(iv) if 1 < p < +∞ (p = +∞, resp.), then there exists a further subsequence
which satisfies

(3.11) uε−−−⇀1− 2θ0 in Lp(Kη) as ε −→ 0

(3.12)
(
uε

∗−−−⇀1− 2θ0 in L∞(Kη) as ε −→ 0 , resp.
)
,

(v) if for every 0 < η ≤ η there exists a subsequence of (uε) (not relabeled)
such that uε−−−⇀0 in L1(Kη) as ε −→ 0 (where (Kη) increases to
(0, 1) as η ↘ 0), then we get

(3.13) δuε

∗−−−⇀1

2
δ−1 +

1

2
δ1 in YM((0, 1);K) as ε −→ 0 .

If uε−−−⇀φ in L1(0, 1) as ε −→ 0, then it holds that ∥φ∥L∞(0,1) ≤
1, and in (3.10) it holds that

∫ 1

0
φ(s)ds = 0 iff

∫ 1

0
θ0(s)ds = 1

2 . In

particular, we have limε−→0

∫ 1

0
uε(s)ds = 0 iff

∫ 1

0
θ0(s)ds =

1
2 .
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Proof. Firstly, we deal with the proof of the assertion (i). To this end,
we note that, by the assertion (i) we have

(3.14) sup
0<ε≤ε0

∫

{s∈Kη :|uε(s)|>R}
Rp ≤ sup0<ε≤ε0

∫

Kη

|uε|p ≤ C < +∞ .

As we pass to the limit as R −→ +∞, we conclude that Ball’s condition

(3.15) lim
R−→+∞

sup
0<ε≤ε0

λ{s ∈ Kη : |uε(s)| > R} = 0 ,

is fulfilled, and, according to the fundamental theorem of Young measures
(cf. [25], Theorem 3.1, p. 31), for every 0 < η ≤ η arbitrary subsequence
of (uε) allows a further subsequence (which depends on η and which is not
relabeled) which satisfies

(3.16) δuε

∗−−−⇀θηδ−1 + (1− θη)δ1 in L∞w∗(Kη;P(R)) as ε −→ 0 ,

(3.17) |uε| λ−−−→1 on Kη ,

for some measurable functions θη : Kη −→ R (which depend on the chosen
subsequence), θη = θη(s), with the property 0 ≤ θη(s) ≤ 1 (a.e. s ∈ Kη).
We recall that convergence in measure λ of measurable functions on (0, 1) is
equivalent to convergence of measurable functions with respect to the metric

ρ(f, g) :=

∫ 1

0

|f(s)− g(s)|
1 + |f(s)− g(s)|ds

(cf. [13], p. 60). Thus, by the uniqueness of the cluster point, it is enough
to show that every subsequence of (uε) allows a further subsequence (uεη )
such that limη−→0 εη = 0 and |uεη |

λ−−−→1 on (0, 1) as η −→ 0. Indeed, given
arbitrary subsequence of (uε), by (3.17) (since limη−→0 λ((0, 1)\Kη) = 0) and
by the usual diagonal argument, we conclude that there exists a subsequence
(uεη ) such that |uεη |−1

λ−−−→0 on (0, 1) as η −→ 0. In particular, for a given
subsequence of (uε), we can select a further subsequence (not relabeled) such
that (3.9) holds, which yields the assertion (ii).

Next, we address the proof of the assertion (iii). Since YM((0, 1);K) is
compact, every subsequence of (uε) allows a further subsequence which con-
verges to some limit ν in YM((0, 1);K) as ε −→ 0. In the following, we show
that all such cluster points ν satisfy suppνs ⊆ {−1, 1} (a.e. s ∈ (0, 1)). We

consider θη = θη(s) as in the assertion (i), and we define θ̃η : (0, 1) −→ [0, 1]

by θ̃η(s) := θη(s) if s ∈ Kη; θ̃η(s) := 0 if s ∈ (0, 1)\Kη. Since the sequence

(θ̃η) is bounded on (0, 1), there exists a subsequence of θ̃η (not relabeled)

and a function θ0 ∈ L∞(0, 1) such that θ̃η
∗−−−⇀θ0 in L∞(0, 1) as η −→ 0,

whereby 0 ≤ θ0(s) ≤ 1 (a.e. s ∈ (0, 1)). If we define νη,ν0 ∈ YM((0, 1);K)
by νηs := θη(s)δ−1+(1−θη(s))δ1 (a.e. s ∈ (0, 1)), ν0s := θ0(s)δ−1+(1−θ0(s))δ1
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(a.e. s ∈ (0, 1)), we get νη ∗−−−⇀ν0 in L∞w∗((0, 1);P(R)) and in YM((0, 1);K)
as η −→ 0. Now it holds that

(3.18) Φ(δuε
,ν0)≤Φ(δuε

,νη)+Φ(νη,ν0)≤ΦKη
(δuε

,νη)+O(1)η+Φ(νη,ν0) ,

where Φ (ΦKη
, resp.) is the metric on YM((0, 1);K) (YM(Kη;K), resp.).

Finally, by the embedding L∞w∗(Kη;P(R)) ↪→ YM(Kη;K) and by an applica-
tion of (3.16), we pass to the limit in (3.18), first as ε −→ 0, then as η −→ 0.

To prove the assertion (iv), we note that, by the assumption 1 < p < +∞
(p = +∞, resp.), for every 0 < η ≤ η there exists a subsequence of (uε) (which
depends on η and which is not relabeled) such that uε−−−⇀ũη in L1(Kη) as
ε −→ 0, where the measurable function ũη : Kη −→ R depends on the chosen
subsequence, and where the sets Kη satisfy Kη ↗ (0, 1) as η ↘ 0. Thus, it
follows that for arbitrary measurable set A ⊆ (0, 1) we have

∫

A∩Kη

uε(s)ds −→
∫

A∩Kη

ũη(s)ds as ε −→ 0 .

On the other hand, by the fundamental theorem of Young measures, for every
h ∈ L∞(Kη) and g ∈ C(R) such that (g◦uε) is weakly pre-compact in L1(Kη)
as ε −→ 0, we get

lim
ε−→0

∫

Kη

h(s)g(uε(s))ds =

∫

Kη

h(s)
(
θη(s)g(−1) + (1− θη(s))g(1)

)
ds .

If we choose h := χKη∩A and g(ζ) := ζ, it results that

lim
ε−→0

∫

A∩Kη

uε(s)ds =

∫

A∩Kη

(1− 2θη(s))ds .

Hence, −
∫
A∩Kη

(1 − 2θη(s))ds = −
∫
A∩Kη

ũη(s)ds for every 0 < η ≤ η. By arbi-

trariness of the set A we obtain θη(s) =
1−ũη(s)

2 (a.e. s ∈ Kη), which yields

δuε

∗−−−⇀1− ũη
2

δ−1 +
1 + ũη

2
δ1 in L∞w∗(Kη;P(R)) as ε −→ 0 .

Since the sequence (Kη) increases to (0, 1) as η ↘ 0, it follows that θη(s) =
θ0(s) (a.e. s ∈ Kη). In effect, by the diagonal argument there exists a further
subsequence (which is independent of η and which is not relabeled) which
satisfies (3.11) ((3.12), resp.) for every 0 < η ≤ η. In particular, in the case
of ũη(s) = 0 (a.e. s ∈ Kη), by passing to the limit as η −→ 0, we obtain
−
∫
A
θ0(s)ds =

1
2 for arbitrary measurable set A ⊆ (0, 1), getting θ0(s) =

1
2 (a.e.

s ∈ (0, 1)), which gives (3.13). The remaining assertions follow similarly as
above.

Proposition 3.3. Consider an arbitrary two-well potential W .

(i) If (uε) is an N FE sequence such that limε−→0Mε = +∞, then there
exists δ > 0 such that the mapping ξ 7→ lim infε−→0 card{|uε|←(ξ)}
belongs to L1((1 + δ,+∞); dµ), where dµ :=

√
V dλ,
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(ii) If u ∈ H1(0, 1) satisfies M ≥
∫ 1

0

√
V (|u(s)|)|u′(s)|ds, then for arbi-

trary 0 ≤ a < b < +∞ there exist at most finitely many pairwise
disjoint non-empty open intervals (Ji) in (0, 1) such that infJi

|u| ≤ a
and supJi

|u| ≥ b,
(iii) If (uε) is an FE sequence, then (uε) is an SO FE sequence.

Proof. Since (|uε|) is a sequence of absolutely continuous functions, by
the area formula (cf. [22], Theorem 3.65, p. 100, and Corollary 3.41, p. 92) we
have

M≥ε−1Iε0(uε)≥
∫ 1

0

√
V (|uε|)||uε|′|=

∫ Mε

mε

√
V (ξ)card{|uε|←(ξ)}dξ .

By the normality of (uε), there exist δ > 0 and ε0 = ε0(δ) > 0 such that for
every 0 < ε ≤ ε0 it holds that mε ≤ 1+ δ. As we pass to the limit as ε −→ 0,
Fatou’s Lemma yields

M ≥
∫ +∞

1+δ

√
V (ξ) lim inf

ε−→0
card{|uε|←(ξ)}dξ ,

which gives the assertion (i).
To prove (ii), we assume the opposite. Then, there exist infinitely many

pairwise disjoint non-empty open intervals (Ji)
+∞
i=1 such that infJi

|u| ≤ a and
supJi

|u| ≥ b. By the area formula, it results that

M ≥
+∞∑

i=1

∫

Ji

√
V (|u(s)|)|u′(s)|ds ≥

+∞∑

i=1

∫ b

a

√
V (ξ)dξ ,

which yields a contradiction.
Similarly, to prove (iii), we estimate

M ≥
Nε∑

i=1

∫

Jε
i

(
εu′2ε + ε−1V (|uε|)

)
≥

Nε∑

i=1

∫

Jε
i

√
V (|uε|)|u′ε|

≥
Nε∑

i=1

∫ b

a

√
V (ξ)dξ = Nε(a, b)

∫ b

a

√
V (ξ)dξ .

As we apply sup0<ε≤ε0 in the last inequality, the assertion (iii) follows by
arbitrariness of a and b.

Corollary 3.4. (Non-existence of periodic FE sequences with
vanishing period as ε −→ 0) If W is an arbitrary two-well potential, then
there exists no Tε-periodic FE sequence for (ε−1Jε

0 ) such that limε−→0 Tε = 0.

Proof. We consider an arbitrary Tε-periodic FE sequence (vε) such that
vε ∈ H2

loc(R). Since (vε) is Tε-periodic, by Rolle’s theorem there exists θε ∈
(0, Tε) such that v′ε(θε) = 0. By nε we denote the largest integer below
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1
Tε
, whereby limε−→0 nε = +∞. As in the proof of Proposition 3.3, by the

periodicity and by the area formula, it follows that

M ≥ ε−1Jε
0 (vε) ≥

∫ 1

0

√
V (|v′ε|)||v′ε|′| ≥

∫ nεTε

0

√
V (|v′ε|)||v′ε|′|

= nε

∫ Tε

0

√
V (|v′ε|)||v′ε|′| ≥ nε

∫ max[0,1] |v′
ε|

min[0,1] |v′
ε|

√
V (ξ)dξ .

If the sequence (v′ε) is bounded in L∞(0, 1), by Theorem 3.2, (i), we have
|v′ε|

λ−−−→1 on (0, 1) as ε −→ 0. Consequently, there exist 0 < δ < 1
4

and ε0(δ) > 0 such that for every 0 < ε ≤ ε0(δ) we have min[0,1] |v′ε| ≤ δ
and max[0,1] |v′ε| ≥ 1 − δ. If, on the other hand, the sequence (v′ε) is not
bounded in L∞(0, 1), we obtain the same estimates. Hence, we get M ≥
nε

∫ 1−δ
δ

√
V (ξ)dξ, which, as we pass to the limit as ε −→ 0, yields the con-

tradiction.

4. The non-integrable case

In the next theorem we show that, for a fairly large class of non-integrable
two-well potentials, it is not necessary to assume the normality of FE se-
quences in order to obtain underlying geometric properties of FE sequences
as ε −→ 0. On the other hand, the following result can be viewed, in part, as
Lp-variant of Theorem 1.3 in [20].

Theorem 4.1. Assume that W is a two-well potential such that for some
C0 > 0, R0 > 1, −2 < r < 0 and for every ξ ≥ R0 it holds that V (ξ) ≥ C0ξ

r,

and that (uε) is an arbitrary FE sequence. If (ε
1
2uε) is a normal sequence,

then the following conclusions hold:

(i) (
∫ 1

0
|uε|pr ) is bounded, where pr := r + 2 > 0,

(ii) If −1 < r < 0, then every subsequence of (uε) allows a subsequence
(not relabeled) which satisfies uε−−−⇀u in Lpr (0, 1) as ε −→ 0, where
u ∈ Lpr (0, 1) depends on the chosen subsequence,

(iii) every subsequence of (uε) allows a subsequence (not relabeled) such that

(4.19) δuε

∗−−−⇀θ0δ−1 + (1− θ0)δ1 in L∞w∗((0, 1);P(R)) as ε −→ 0 ,

for some measurable function θ0 = θ0(s), s ∈ (0, 1), which depends
on the chosen subsequence and which satisfies 0 ≤ θ0(s) ≤ 1 (a.e.
s ∈ (0, 1)).

Proof. We note that WLG we can assume that (uε) is a FE sequence
which satisfies limε−→0Mε = +∞ (otherwise the assertions (i)-(iii) are obvi-
ous). Hence, there exists R ≥ R0 > 1 such that there exists 0 < ε0 < 1 such
that for every 0 < ε ≤ ε0 it holds that λ{|uε| > R} > 0. Since it holds that
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V (|uε(s)|) > 0 (a.e. s ∈ {|uε| > R}), we estimate

M≥ε−1Iε0(uε)≥ε−1
∫ 1

0

V (|uε|)≥ε−1C0

∫

{|uε|>R}
|uε|r .

Hence, by Lemma 3.1, (i), it results lim supε−→0 ε
− r

2−1λ{|uε| > R} < +∞.
By Lemma 3.1, (ii), with p replaced by pr := r + 2, we get the assertion (i).
In particular, the assumption −1 < r < 0 gives pr > 1, getting the assertion
(ii). The convergence in (4.19) follows quite similarly as in the proof of the
assertion (i) in Theorem 3.2, with Kη replaced by (0, 1) in (3.14) and (3.15).

From Lemma 3.1 we infer that, in the case of arbitrary two-well potential
W , not all FE sequences are necessarily LPO FE sequences. However, the
next proposition shows that, if we add a non-integrability assumption on W ,
every UN FE sequence is an LPO FE sequence.

Proposition 4.2. (Sufficient condition for existence of LPO FE
sequences) If W is a two-well potential such that for some 1 ≤ p < +∞ W
satisfies (1.5), then every UN FE sequence (uε) is an LPO FE sequence.

Proof. In the case of p = 1, the assertion follows from Proposition 2.3.
In the case of 1 < p < +∞, we argue as follows. We consider an arbitrary UN
FE sequence (uε) and an arbitrary subsequence of (uε) (not relabeled). If (uε)
is an FE sequence which is bounded in L∞(Kη), for some choice of measurable
sets (Kη) such that Kη ↗ (0, 1) as η ↘ 0, the proof is finished. Therefore,
we assume the opposite, i.e., that for every sequence of measurable sets (Kη)
which increases to (0, 1) as η ↘ 0 there exists an increasing subsequence

of
(
Mε(Kη)

)
(not relabeled) such that limε−→0Mε(Kη) = +∞. Since it

holds that V ◦ |uε| −→ 0 strongly in L1(0, 1) as ε −→ 0, there exists a
subsequence (not relabeled) such that V (|uε(s)|) −→ 0 (a.e. s ∈ (0, 1)) as
ε −→ 0. By Egoroff’s Theorem, for every 0 < η < 1 there exists a measurable
set K̃η ⊆ (0, 1) such that V ◦ |uε| −→ 0 uniformly on K̃η and such that

λ((0, 1)\K̃η) ≤ η. By the Borel regularity of the Lebesgue measure WLG we

can assume that each K̃η is a compact set. Furthermore, WLG we assume that

(K̃η) increases to (0, 1) as η ↘ 0. Hence, there exists 0 < η̃0 < 1 such that

for every 0 < η ≤ η̃0 < 1 there exists an increasing subsequence of
(
Mε(K̃η)

)

(not relabeled) such that limε−→0Mε(K̃η) = +∞. On the other hand, if
0 < δ < 1 is given, then for every 0 < η ≤ η̃0 there exists ε1 = ε1(δ, η) > 0
such that for every 0 < ε ≤ ε1(δ, η) it holds that V (|uε(s)|) ≤ δ < 1 (a.e.

s ∈ K̃η). In effect, p > 1 implies 0 ≤ V p(|uε(s)|) ≤ V (|uε(s)|) ≤ δ < 1 (a.e.

s ∈ K̃η). For 0 < ε < ε1(δ, η) we obtain

M ≥
∫

K̃η

(
ε|u′ε(s)|2 + ε−1W (uε(s))

)
ds ≥

∫

K̃η

√
V p(|uε(s)|)||uε|′(s)|ds ,
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and so

(4.20) M ≥
∫ Mε(K̃η)

mε(K̃η)

√
V p(ξ)card{|uε,η|←(ξ)}dξ ,

where mε(K̃η) = min{|uε(s)| : s ∈ K̃η}, Mε(K̃η) = max{|uε(s)| : s ∈ K̃η}.
Since the sequence (K̃η) increases to (0, 1) as η ↘ 0, there exists 0 < η̃1 < 1

such that for every 0 < η ≤ η̃1 we have λ(K̃η ∩ G) > 0. Then, by the
uniform normality of (uε), for every 0 < η ≤ η̃1 there exists 0 < ε0(η) ≤
min{ε0, ε1(δ, η))} (where ε0 > 0 is chosen as in Definition 2.1, (ii)) such that

ρε0(η) := sup0<ε≤ε0(η)mε(K̃η) ≤ sup0<ε≤ε0(η)mε(K̃η ∩G) < +∞ .

By passing to the limit in (4.20) as ε −→ 0, for every 0 < η < min{η̃0, η̃1} we
get

(4.21) M ≥
∫ +∞

ρε0
(η)

√
V p(ξ) lim inf

ε−→0
card{|uε,η|←(ξ)}dξ ,

where we used Fatou’s Lemma. Finally, from (1.5) and (4.21), arguing by
contradiction, we conclude that (uε) is an LPO FE sequence.

In the next theorem, we sum up the main results of this section.

Theorem 4.3. Assume that W is a two-well potential such that for some
C0 > 0, R0 > 1, −2 < r < 0 and for every ξ ≥ R0 it holds that V (ξ) ≥ C0ξ

r,

and that an FE sequence (uε) satisfies that (ε
1
2uε) is a normal sequence. Then

(uε) is a normal FE sequence. Therefore, by Theorem 1.3 in [20], (uε) is
bounded in L∞(0, 1) and strongly pre-compact in L1(0, 1) as ε −→ 0.

5. The integrable case

We recall that the compactness result in the non-integrable case relies
on boundedness of (uε) in L∞(0, 1) (cf. [20]). In the next proposition, we

adapt this argument to the case of an integrable function
√
V . We de-

scribe underlying geometric properties of uniformly normal FE sequences
under the integrability assumption (1.4), coupled with the assumption 0 <
lim supξ−→+∞ V (ξ) ≤ +∞. The latter assumption is crucial. The expres-
sion ”locality” in the next proposition refers to the fact that local property of
uniform normality of an FE sequence yields global property of being a lower
pre-oscillatory FE sequence. Also, the result below shows that oscillations of
V trigger oscillations of (uε), where (uε) is a normal sequence which is not
bounded in L∞(0, 1) as ε −→ 0. The proof is carried out by reduction to the
non-integrable case.

Proposition 5.1. (Locality: the integrable case) If W satisfies (1.4)
and 0 < L ≤ +∞, where L := lim supξ−→+∞ V (ξ), then every UN FE se-

quence (uε) for (ε−1Iε0) is an LPO FE sequence.
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Proof. The proof is very similar to the proof of Proposition 4.2. We
consider an arbitrary UN FE sequence (uε) and an arbitrary subsequence
of (uε) (not relabeled). If (uε) is not bounded in L∞(Kη) for an arbitrary
choice of measurable sets (Kη) such that Kη ↗ (0, 1) as η ↘ 0, by Egoroff’s

Theorem, we get V ◦|uε| −→ 0 uniformly on the compact set K̃η, where WLG

(K̃η) increases to (0, 1) as η ↘ 0, and there exists 0 < η̃0 < 1 such that for

every 0 < η ≤ η̃0 < 1 it holds that limε−→0Mε(K̃η) = +∞. On the other
hand, if δ > 0 is given, then for every 0 < η ≤ η̃0 there exists ε1 = ε1(δ, η) > 0
such that for every 0 < ε ≤ ε1(δ, η) it holds that max{V (|uε(s)|) : s ∈
K̃η} ≤ δ. Consider φδ ∈ C(0,+∞) such that

∫ +∞
0

√
φδ(V (ξ))dξ = +∞ and

φδ(z) = z for every 0 ≤ z ≤ δ. Indeed, to prove that such a function φδ

exists, we argue as follows. If it holds 0 < L < +∞ (L = +∞, resp.), there
exists a strictly increasing sequence (ck) of strictly positive numbers such that
limk−→+∞ ck = +∞ and limk−→+∞ V (ck) = L (limk−→+∞ V (ck) = +∞,
resp.). This means that for chosen δ ∈ (0, 15L) (δ > 0, resp.) there exists
k0(δ) ∈ N such that for every k ≥ k0(δ) we have V (ck) > L − δ (V (ck) >
3δ, resp.). On the other hand, by continuity of V , there exists a sequence
(Jk)k≥k0(δ) of pairwise disjoint compact intervals Jk := [ak, bk] such that for

every k ≥ k0(δ) we have ak < ck < bk and min{V (ξ) : ξ ∈ [ak, bk]} ≥ L−δ
2 ≥

2δ (min{V (ξ) : ξ ∈ [ak, bk]} ≥ 2δ, resp.). We define φδ : [0,+∞) −→ [0,+∞)
by φδ(z) := z, if 0 ≤ z ≤ δ; φ(z) := max{V (ξ) : ξ ∈ [ak, bk]}|bk − ak|−1, if
z ∈ [ak, bk] (for every k ≥ k0(δ)); by continuity, otherwise. Since we have

+∞∑

k=k0(δ)

∫ bk

ak

√
φδ(V (ξ))dξ ≥

+∞∑

k=k0(δ)

√
V (ck) ≥

+∞∑

k=k0(δ)

√
δ = +∞ ,

it results that

(5.22)

∫ +∞

0

√
φδ(V (ξ))dξ = +∞ .

By the same argument as in the proof of Proposition 4.2, for sufficiently small
η > 0 and ε0 > 0 we get

(5.23) M ≥
∫ +∞

ρε0
(η)

√
φδ(V (ξ)) lim inf

ε−→0
card{|uε,η|←(ξ)}dξ ,

where 0 ≤ ρε0(η) < +∞. Thus, the assertion follows from (5.22) and (5.23).

A version of the next theorem can be found in [21]. Note that for general
sequences (uε) which are a.e. point-wise bounded on (0, 1) there is no com-
pactness result which ensures almost everywhere convergence or convergence
in measure λ on (0, 1). The following result shows, however, that under con-
straint that an a.e. point-wise bounded sequence is in fact an FE sequence,
we get such a convergence (up to a subsequence).
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Theorem 5.2. (Compactness: the integrable case) Suppose that
W satisfies (1.4). Then arbitrary subsequence of an a.e. point-wise bounded
FE sequence (uε) allows a further subsequence (not relabeled) which satisfies:
there exists a function u0 ∈ BV(0, 1) (which depends on the chosen subse-
quence) such that

(5.24) uε(s) −→ u0(s) (a.e. s ∈ (0, 1)) as ε −→ 0 ,

where |u0(s)| = 1 (a.e. s ∈ (0, 1)). Moreover, such a subsequence (uε) is a
sequence which is bounded in L∞(Kη), for some sequence of measurable sets
(Kη) which increases to (0, 1) as η ↘ 0. Consequently, for every 1 ≤ p < +∞
and every 0 < η ≤ η it holds that

(5.25) uε−−−→u0 in Lp(Kη) as ε −→ 0 .

In particular, (uε) is an a.e. point-wise bounded FE sequence iff (uε) is an
FE sequence which is is bounded in L∞(Kη), where a sequence of measurable
sets (Kη) increases to (0, 1) as η ↘ 0.

Proof. We repeat the classical argument in [21]. Indeed, we define

F : [0,+∞) −→ (0,+∞) by F (t) :=
∫ +∞
t

√
V (ξ)dξ, where t ∈ [0,+∞).

Thus F ∈ C1(0,+∞), F ∈ W1,1
loc(0,+∞), F (t) ≤ ∥

√
V ∥L1(0,+∞), t ∈ (0,+∞),

F (0) = ∥F∥L∞(0,+∞), F
′(t) = −

√
V (t) for every t ∈ [0,+∞). Hence, F is

strictly decreasing and continuous bijection from [0,+∞) onto (0, F (0)]. We
also define wε : (0, 1) −→ R by wε(s) := F (|uε(s)|). Then, we obtain w′ε(s) =√
V (|uε(s)|)|uε|′(s) (a.e. s ∈ (0, 1)), sup0<ε≤ε0 ∥wε∥L∞(0,1) ≤ ∥F∥L∞(0,+∞) <

+∞, and sup0<ε≤ε0 ∥w′ε∥L1(0,1) ≤ M . By the Rellich-Kondrachov compact-

ness theorem (cf. [12], section 5.2.3, Theorem 4, p. 176), there exists a sub-
sequence of (wε) (not relabeled) and a function w0 ∈ BV(0, 1) such that
wε−−−→w0 in L1(0, 1) as ε −→ 0. We extract a further subsequence such
that wε(s) −→ w0(s) and V (|uε(s)|) −→ 0 (a.e. s ∈ (0, 1)) as ε −→ 0. Notice
that the assumptions on (uε) imply that w0(s) ̸= 0 (a.e. s ∈ (0, 1)). In-

deed, by passing to the limit as ε −→ 0 in wε(s) =
∫ +∞
|uε(s)|

√
V (ξ)dξ, we get

w0(s) = limε−→0

∫ +∞
|uε(s)|

√
V (ξ)dξ (a.e. s ∈ (0, 1)). In turn, the assumption

w0(s) = 0 (a.e. s ∈ (0, 1)) gives lim supε−→0 |uε(s)| = +∞ (a.e. s ∈ (0, 1)),
which is not possible since (uε) is an a.e. point-wise bounded sequence.
By the construction, it follows that F−1 : (0, ∥F∥L∞(0,+∞)] −→ [0,+∞) is

strictly decreasing and continuous bijection (cf. [16], Proposition 6.4.5, p. 163).
It results that |uε(s)| = F−1(wε(s)), uε(s) −→ u0(s) and V (|uε(s)|) −→
V (|u0(s)|) (a.e. s ∈ (0, 1)) as ε −→ 0, where |u0(s)| := F−1(w0(s)) (a.e.
s ∈ (0, 1)). Since w0(s) ̸= 0 (a.e. s ∈ (0, 1)), u0 is a well-defined almost
everywhere on (0, 1). Hence, u0(s) ∈ {−1, 1} and w0(s) ∈ {F (−1), F (1)}
(a.e. s ∈ (0, 1)). Therefore for some measurable subset E ⊆ (0, 1) we can
write w0(s) = F (−1)χE(s) + F (1)χ(0,1)\E(s), where, by w0 ∈ BV(0, 1), it
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follows that E is a set of finite perimeter in (0, 1). We conclude that we have
u0(s) = (−1)·χE(s)+1·χ(0,1)\E(s), whereby u0 ∈ BV(0, 1). Next, by Egoroff’s
Theorem it follows that such a sequence (uε) satisfies: for every 0 < η < 1
there exists a measurable set Kη ⊆ (0, 1) such that λ((0, 1)\Kη) ≤ η and such
that uε −→ u0 uniformly on Kη. In effect, we get

(5.26) ∥uε∥L∞(Kη)
≤ ∥uε − u0∥L∞(Kη)

+ ∥u0∥L∞(Kη)
.

Estimate (5.26) shows that (uε) is bounded in L∞(Kη), while by (5.24) and
by the dominated convergence theorem we get (5.25). Finally, we note that
we just proved that every subsequence of an a.e. point-wise bounded FE
sequence allows a further subsequence which is bounded in L∞(Kη). Arguing
by contradiction, it is easy to see that this suffices to conclude that the initial
a.e. point-wise bounded FE sequence shares the same property. The converse
of the last assertion of the theorem is obvious.

In the following theorem, we sum up the main results of this section.

Theorem 5.3. If a two-well potential W satisfies (1.4) and 0 < L ≤ +∞,
where L := lim supξ−→+∞ V (ξ), then every UN FE sequence (uε) satisfies:

(i) (uε) is an SO FE sequence,
(ii) (uε) is an LPO FE sequence,
(iii) if (uε) is an a.e. point-wise bounded FE sequence, then (uε) is pre-

compact in measure λ on (0, 1) as ε −→ 0,

(iv) if (
∫ 1

0
|uε|p) is bounded for some 0 < p < +∞, then every subsequence

of (uε) allows a further subsequence (not relabeled) such that we have

limε−→0

∫ 1

0
|uε − u0|q = 0 for every 0 < q < p, where u0 ∈ BV(0, 1)

depends on the chosen subsequence.

Proof. According to Proposition 3.3, Proposition 5.1 and Theorem 5.2,
it remains to prove the assertion (iv). To this end, we assume that (uε) satisfies∫ 1

0
|uε|p ≤ C0, where C0 > 0. By Theorem 3.2, (ii), it follows that (uε) is an

a.e. point-wise bounded sequence. By Theorem 5.2, for every subsequence
of (uε) there exists a subsequence of (uε) (not relabeled) and u0 ∈ BV(0, 1),
|u0(s)| = 1 (a.e. s ∈ (0, 1)), such that uε −→ u0 (a.e. s ∈ (0, 1)) as ε −→ 0.
Furthermore, by the Hölder inequality for every 0 < q < p we have (cf. [13],
Proposition 6.12, p. 178)

∫

Bη

|uε − u0|q ≤
(∫

Bη

|uε − u0|p
) q

p

λ(Bη)
1− q

p ≤ C1λ(Bη)
1− q

p ,

where Bη := (0, 1)\Kη and C1 > 0. Since
∫ 1

0
|uε − u0|q can be written as∫

Kη
|uε − u0|q +

∫
Bη

|uε − u0|q, we pass to the limit, first as ε −→ 0, then as

η −→ 0, and, by (5.25) and (5.27), we recover the assertion (iv).
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[1] N. Ansini, A. Braides and V. Chiadò Piat, Gradient theory of phase transitions in
composite media, Proc. Roy. Soc. Edinburgh Sect. A 133(02) (2003), 265–296.

[2] G. Alberti, Variational models for phase transitions: an approach via Γ-convergence,

in: Calculus of Variations and Partial Differential Equations (eds. L. Ambrosio and
N. Dancer), Springer-Verlag, Berlin 2000, 95–114.

[3] G. Alberti and S. Müller, A new approach to variational problems with multiple scales,

Comm. Pure Appl. Math. 54 (2001), 761–825.
[4] S. Baldo, Minimal interface criterion for phase transitions in mixtures of Cahn-

Hilliard fluids, Ann. Inst. H. Poincaré Non Linéare 7 (1990), 67–90.
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[34] A. Raguž, Minimization of asymptotic energy of Müller’s functional endowed with

local nonlinear lower-order term, Proc. Appl. Math. Mech. 16 (2016), 661–662.
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