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ABSTRACT. For the sum of the Grothendieck groups of the categories
of smooth finite length representations of O(2n, F) (resp., SO(2n, F)),
n ~ 0, (F a p-adic field), the structure of a module and a comodule over the
sum of the Grothendieck groups of the categories of smooth finite length
representations of GL(n, F), n ~ 0, is achieved. The multiplication is de­
fined in terms of parabolic induction, and the comultiplicitation in terms
of Jacquet modules. Also, for even orthogonal groups, the combinatorial
formula, which connects the module and the comodule structures, is ob­
tained.

1. INTRODUCTION

In this paper, we deal with

R(O) = E9 Rn(O)
n~O

where Rn (0) denotes the Grothendieck group of the category of smooth fi­
nite length representations of 0(2n, F), F a p-adic field. R(O) is a module
and a comodule over the Hopf algebra R = EB Rn; here Rn denotes the

n~O

Grothendieck group of the category of smooth finite length representations of
GL(n,F).

The structure of R was described by Zelevinsky in [Zl]. The definition
of the multiplication m : R ~ R -+ R and the comultiplication m * : R -+
R I8l R is based on the fact that for 0 :::; k :::; n there exists a standard
parabolic subgroup of GL(n, F) whose Levi factor is isomorphic to GL(k, F) x
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G L(n - k, F). The multiplication is defined using parabolic induction, and the
comultiplication by Jacquet modules (see the third section of this paper). The
structure of a Hopf algebra on R includes the Hopfaxiom; it is the property
that m* is a ring homomorphism.

For O(2n, F) and a ~ k ~ n, there is a standard parabolic subgroup
whose Levi factor is isomorphic to GL(k,F) x O(2(n - k),F). So, there is a
natural way to define (using parabolic induction) the action >l of Ron R(O),
and (using Jacquet modules) the mapping J.1* : R(O) -+ R x R(O). This 'is
done in the sixth section.

There is also a connection between the module and the comodule struc­

tures on R(O). Let

M* = (m (9 1) 0 (~ (9 m*) 0 s 0 m*,

where s : R (9 R -+ R (9 R is the homomorphism determined by s(r1 0 r2) =
r2 (9 r1, r1, r2 E R. Then we have

(*) J.1*(1r >l a) = M*(1r) )q J.1*(a),

so R(O) is an M*-Hopf module over R (see [Tl] for the definition). The
formula (*) can be used to find a composition series for Jacquet modules of
parabolically induced representations.

The kind of work we have done for even orthogonal groups was first done
by Tadie; in [Tl] he introduced such a structure in the cases of symplectic
and special odd-orthogonal groups, and he proved the combinatorial formula
(*) for those groups. He also raised the question of the existence of such a
structure for other series of classical p-adic groups.

'Ve now give a short summary of the paper. In the second section, we
give the definitions and some results of Bernstein and Zelevinsky, and Cas­
selman, about parabolic induction and Jacquet modules. The third section
describes the structure of R, as it is done in [Zl]. The fourth section is about
standard parabolic subgroups of SO(2n, F) and about R(S) (the definition is
analogous to R(O)). R(S) is an R-module and R-comodule. The fifth section
contains calculations in the root system for the case of Dn, i.e., for the group
SO(2n, F). This is used in the sixth section to find double cosets of O(2n, F).
In this section we also define the module and the comodule structures for ewn
orthogonal groups. In the seventh section, we have applied the proof of the
combinatorial formula from [Tl] to our case.

I would like to close the introduction by thanking IVlarko Tadie, who
suggested this project and helped its realisation. Also, I am very grateful to
the referee for his valuable comments and English corrections.
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2. PRELIMINARIES

149

In this section; we shall introduce some basic notation and recall some
results that will be needed in the rest of the paper. Our presentation follows
the papers [BZ2] and [C].

A Hausdorff topological group G is called an [-group if any neighbourhood
of the identity contains an open compact subgroup.

Let G be an I-group, M, U closed subgroups, such that 111 normalises U,

M n U = {e} and the subgroup P = MU <:;;; G is closed; let B be a character
of U normalised by M. In such a situation, we define the functors

Iu,o, ~u,o: AlgAl -+ AlgG,

ru,o : AlgG -+ Algl'd.

(Here AlgG denotes the category of algebraic (=smooth) representations of
G.)

(a) Let (p, L) E Alglvi. Denote by I(L) the space offunctions f : G -+ L
satisfying the following conditions:

1. f(umg) = B(u) .6.1J2(m)p(m)(J(g)), u E U, mE M, g E G.
(Here .6.u denotes the modular character.)

2. There exists an open subgroup Kj c G such that

f(gk) = f(g), for g E G, k E Kj.

Define the representation (8,I(L)) E AlgG by (8(g)J)(g') = f(g'g). We
call 8 an induced representation and denote it by Iu.o(p).

Denote by i(L) the subspace of I(L) consisting of all functions compactly
supported modulo the subgroup P = 1I1U. The restriction of 8 to the space
i(L) is called compactly induced and is denoted by iu,o(p).

(b) Let (1f,E) E AlgG. Denote by E(U, B) <:;;; E the subspace spanned by
the vectors of the form

1f(u)~ -B(u)C u E U, ~ E E.

The quotient space E / E(U, B) is called the B-Iocalisation of the space E and
is denoted by ru,o(E). Define the representation (8, ru,o(E)) E AlgM by

8(m)(~+E(U,B)) = .6.;1/2(m)(1f(m)~+E(U,B)), mE A1, ~E E;

it is easily verified that 8 is well-defined. Call the representation 8 the B­

localisation of 1f and denote it by ru,o (1f).

We shall now state a result of Bernstein and Zelevinsky (Theorem 5.2 of
[BZ2]).

Let G be an I-group, P, M, U and Q, N, V be closed subgroups, B be a
character of U and 'ljJ be a character of V. Suppose that
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(1) MU = P, NV = Q, M n U = N n V = {e}, M normalises U and
0, N normalises V and 'l/J.

Then there are defined functors

iU,(J : AlgM -+ AlgG and TV,t/J; AlgG -+ AlgN.

We want to compute the functor

F = TV,t/J 0 iU,(J ; AlgM -+ AlgN.

It requires some complementary conditions. Suppose that
(2) The group G is countable in infinity, and U, V are limits of compact

subgroups.
Consider the space X = P\ G with its quotient-topology and the

action t5 of G on X defined by

t5(g)(Ph) = Phg-I, g, hE G, Ph E X.

Suppose that
(3) The subgroup Q has a finite number of orbits on X. Acording to ([BZ1]'

1.5), one can choose a numbering Zl, ..., Zk of the Q-orbits on X such
that all sets

Y1 = Zl, Yz = Zl U Zz, ... , Yk = Zl U ... U Zk = X

are open in X. In particular, all Q-orbits on X are locally closed.
Fix a Q-orbit Z ~ X. Choose w E G such that Pw-1 E Z and

denote by w the corresponding inner automorphism of G: w(g) =
wgw-1. Call a subgroup H ~ G decomposable with respect to the
pair (M, U), if H n (MU) = (H n M)(H n U). Suppose that

(4) The groups w(P),w(M) and w(U) are decomposable with respect to
(N,V); the groups w-1(Q),w-1(N) and w-1(V) are decomposable
with respect to (M, U).

If the conditions (1)-(4) hold, we define the functor q>z : AlgM -+ AlgN.
Consider the condition

(*) The characters w(O) and 'l/J coincide when restricted to the subgroup
w(U) n V.

If (*) does not hold, set q>z = O. If (*) holds then define the functor q>z
in the following way.

Set

M' M nw-1 (N), N' = w(M') = w(M) n N,
V' Mnw-1(V), 'l/J'=w-1('l/J) Iv',
U' N nw(U), OJ= w(O) Iu' .

It is clear that the following functors are defined
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rv' ,11/ AlgM ~ AlgM',

W AlgM' ~ AlgN',

tu' ,0' AlgN' ~ AlgN.

LA -1/2 A 1/2 b h f M' A -1/2 A 1/2 bet c1 = Uu UUnw-l(Q) e a c aracter 0 , c2 = Uv UVnw(P) e a
character of N' and c = c1.W(c2) be a character of M'. We define <Pzby

<P z = iu,o' 0 W 0 C 0 rv, ,IP' : AlgM ~ AlgN

(here c is considered as a functor, see [BZ2] 1.5). In a more symmetric form,

<P z = iu' ,0' 0 C2 0 W 0 C1 0 rv, ,"".

THEOREM 2.1. Under the conditions (1)-(4) the functor F = rv,'" oiu,o :
AlgM ~ AlgN is glued from the functors <Pz where Z runs through all Q­
orbits on X. More precisely, if orbits Zl, ... , Zk are numerated so that all sets

Y; = Zl U ... U Zi (i = 1, ..., k) are open in X, then there exists a filtration
0= Fa C F1 C ... C Fk = F such that FdFi+1 ~ <Pz,.

(Let A be an abelian category and C1, C2, ... , Ck E A. We say that the
object D E A is glued from C1, C2, ... , Ck if there is a filtration 0 = Do C
D1 C ... C Dk = D in D, such that the set of quotients {DdDi-r} is
isomorphic after a permutation to the set {Cd.)

Let F be a locally compact nonarchimedean field. By an algebraic F ­
group we mean the group of F-points of some algebraic group, defined over
F. In a natural locally compact topology such groups are I-groups.

Let G be a connected (in an algebraic sense) reductive F-group. Fix from
now on a minimal parabolic subgroup Po c G and a maximal split torus
Ao CPo.

Let P be a parabolic subgroup containing Po. We call such a group a
standard parabolic subgroup. Let U be the unipotent radical of P. There
exists a unique Levi subgroup in P containing Ao; denote it by M (it is a
connected reductive F-group). It is known that P normalises U and has the
Levi decomposition P = MU, M n U = {e}. We define the functors

ie,M : AlgM ~ AlgG and rM,e : AlgG ~ AlgM

by
. .
te,M = tU,l, rM,e = rU,l'

For a E AlgM we call ie,M(a) the parabolically induced representation of G
by a from P, and for 1r E AlgG we call rM,e(1r) the Jacquet module of 1r with
respect to P.

Denote by ~ the set of (reduced) roots of G relative to Ao. The choice
of Po determines a basis A of ~ (which consists of simple roots). It also
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determines a set of positive roots ~+. Denote by W the Weyl group of G.
For () ~ il, we denote by Wo the subgroup of W generated by all reflections
{wa I a E ()}. If P = Po = MU is the standard parabolic subgroup of G
determined by (), then Wo is also denoted by W M .

Let 0, () C il. Now, we shall describe the set [Wo\WjWn], a set of
representatives of Wo\WjWn, defined in [C].

For a E il, set

Wa = {w E W I wa > a}, aw = {w E W I w-1a > a}.

We have

[WjWn] [Wn\W] = n aW,
aEn

[Wo\WjWn] [Wo\W] n [WjWn].

If P = Po = MU and Q = Pn = NV are standard parabolic subgroups
of G, then we have a bijection WM\WjWN ~ P\GjQ (see [BT], 5.15,5.20).
From this relation and Theorem 1.1 Bernstein and Zelevinsky obtained the
geometric lemma ([BZ2]). The same result was obtained independently by
Casselman in [C].

THEOREM 2.2 (Geometric lemma). Let G be a connected reductive p-adic
group, P = Po = MU, Q = Pn = NV parabolic subgroups. Let a be an

admissible representation of M. Then rN,G oiG,M(a) has a composition series
withfactors

where Mt = M n weN), Nt = w-1(M) n Nand wE [Wo\WjWn].

Let 7f be a smooth finite length representation of G. We identify it canon­
ically with an element of the Grothendieck group of the category of all smooth
finite length representations of G. We denote this element by s.s.(7f) and call
this map semi-simplification.

3. GENERAL LINEAR GROUP

In this section, we shall recall some results of the representation theory
of p-adic general linear groups. The proofs can be found in [BZ2] and [Zl].

Fix the minimal parabolic subgroup of GL(n, F) which consists of all
upper triangular matrices in GL( n, F). The standard parabolic subgroups of
GL( n, F) can be parametrized by ordered partitions of n: for a = (n1, ... , nk)
there exists a standard parabolic subgroup (denote it in this section by Pa) of
GL(n,F) whose Levi factor Ma is naturally isomorphic to GL(n1,F) x ... x
GL(nk, F).
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Denote by Rn the Grothendieck group of the category of smooth repre­
sentations of GL(n, F). Rn is a free abelian group; it has a basis consisting
of equivalence classes of irreducible smooth representations of GL(n, F). Let

We shall define a multiplication and a comultiplication on R. Let 71"1,71"2

be admissible representations of GL(nl, F), GL(n2, F), resp., nl + n2 = n.
Define

71"1 X 71"2 = iGL(n,F),M(nl,n2) (71"1 \8171"2).

Now, for irreducible smooth representations 71",T E R, we put 71" x T =
S.S.(7I" XT). We extend x Z- bilinearly to Rx R. The induced mapping R\8IR---t
R, 71"\81 T t--t 71" X T is denoted by m.

Let 71" be a smooth representation of GL(n, F) of finite length. For 0: =
(nl, ... , nk) we define

ro,(n) (71") = rMa,GL(n,F) (71").

This is a representation of Mo ~ GL(nl,F) x··· x GL(nk,F), so we may
consider s.s.(ro,(n) (71")) E Rn1 \81 ••• \81 Rnk. Now we define

n

m*(7I") = L s.s.(r(k,n-k),(n) (71")) E R \81 R.
k=O

We extend m* Z-linearly to all R.
With the multiplication m and the comultiplication m*, R is a graded

Hopf algebra. This means that R is Z+-graded as an abelian group, m and
m* are Z+-graded, R has an algebra and coalgebra structure, and the comul­
tiplication m * : R ---t R \81 R is a ring homomorphism.

Let g E GL(n, F). We denote by tg the transposed matrix of g , and by
T g the matrix of g transposed with respect to the second diagonal.

4. SPECIAL ORTHOGONAL GROUP SO(2n, F)

From now on, F will be a fixed local non-archimedean field of character­
istic different from two.

The special orthogonal group SO(2n,F), n 2: 1, is the group

SO(2n,F) = {X E SL(2n,F) I TXX = 12n}.

For n = 1, we get

SO(2, F) = { [~ ~-1 ] I A E FX } ~ FX •

SO(O, F) is defined to be the trivial group.
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Denote by Ao the maximal split torus in SO(2n, F) which consists of all
diagonal matrices in SO(2n, F). Hence,

Ao = {diag(xl"" ,Xn,X;;l, ... ,xll)1 Xi E FX} ~ (Fx)n.

Denote by a the natural isomorphism of (Fx)n to Ao defined by
a(xl, ... ,xn) = diag(xl,'" ,xn,x~l, ... ,xII).

We fix the minimal parabolic subgroup Po which consists of all upper
triangular matrices in SO(2n, F).

The root system is of type Dn :

the roots:
the positive roots:

the simple roots:

±ei ± ej,
ei - ej,

ei + ej,
ai = ei - ei+l,

1:::; i < j :::;n,
1:::; i < j :::;n,
1:::; i < j :::;n,
1:::; i :::;n - 1,

The set of simple roots is denoted by D.. The action of the simple roots
on Ao is given by

ai(a(Xl, , xn))

an(a(xl' ,xn))

Xixi.,\,1:::;i:::;n-1,

Xn-lXn-

Let us describe the standard parabolic subgroup Pe = MeUe, () ~ D.. For
i = 1, ..., n we define

ni = { .60 \{ai}, ~i n - 1,.6o\{an,an-d, ~ = n-1.

For i = 0, we put no = D.. If () can be written in the form () = n ni, 1=
iE!

{iI, ...,id, il < i2 < ...< ik, then

Me = {diag(gl, ... ,gk,h, Tg;l, ... , TgIl) I gi E GL(ni, F),

hE SO(2(n - m),F)},

where nl = il,nl + n2 = i2, ... ,nl + ... + nk = ik = m. Put a = (nl, ...,nk)'
Me is also denoted by Mo:. In this case we have

Me ~ GL(nl,F) x GL(n2,F) x ... x GL(nk,F) x SO(2(n - m),F).

If () cannot be written in such a form (this happens when an-l ~ (), an E
()), then we have .

s o 1
1 0

where n = (()\{an}) U {an-d,

J
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Note that the presentation of () in the form () = n fli is not always
iEI

unique. Namely, when an-1 ~ I and an ~ I, we may take n - 1 E I, n E I
or n - 1 E I, n ~ I. In that case we have

Me = {diag(g1, ... ,gk,h, 7g/;1, ... , 7g11) I gi E GL(ni, F),

h = diag(x,x-1), x E FX},

so we may consider

Me ~ GL(n1, F) x GL(n2, F) x ... x GL(nk, F) x GL(l, F),

or

Me ~ GL(n1, F) x GL(n2, F) x ... x GL(nk, F) x SO(2, F).

For us, it will be important that for any ordered partition a = (n1, ... , nk)
of a non-negative integer m ::; n ,ve have a standard parabolic subgroup of
SO(2n, F) whose Levi factor Mo: is isomomorphic to GL(n1, F) xGL(n2, F) x
... x GL(nk, F) x SO(2(n - m), F).

Now, take smooth finite length representations 7r of GL(n, F) and (J of

SO (2m, F). Let p(n) = M(n)U(n) be a standard parabolic subgroup of SO(2(m
+ n), F). Hence, M(n) ~ GL(n, F) x SO (2m, F), so 7r 0 (J can be taken as a
representation of lvI(n) .Define

7r )<l (J = iM(n),SO(2(m+n),F)(7r 0 (J).

PROPOSITION 4.1. Let 7r,7r1 and 7r2 be finite length smooth representa­
tions of the groups GL(n,F), GL(n1,F) and GL(n2,F) respectively, and let
(J be a finite length smooth representation of SO(2m, F). Then

(i) 7r1 )<l (7r2 )<l (J) ~ (7rl x 7r2) )<l (J,

(ii) (7r)<l (J)~ ~ if )<l 0-.

(Here if denotes the contragredient representation of 7r.)

PROOF. The proof is straightforward and follows from [BZ2]' Proposition
2.3. 0

Denote by Rn(S) the Grothendieck group of the category of all finite
length smooth representations of SO(2n, F). Define

R(S) = EB Rn(S).
n~O

The multiplication of representations )<l we introduced above gives rise to
a multiplication )<l : R x R(S) --+ R(S). For irreducible smooth representations
7r E Rand (J E R(S), we put

7r )<l(J = s.s.(7r )<l (J),

and extend )<l Z-bilinearlyto R x R(S). Now, we can get a Z-linear map­
ping, denote it by J.L:R0R(S) --+ R(S), which satisfies J.L(7r0(J) = s.s.(7r)<l (J)
for 7r E Rand (J E R(S).
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PROPOSITION4.2. (R(S),j.L) is a Z+-graded module over R.

PROOF. See [Swlfor the definition of a module over a Hopf algebra. We
are interested in the property of associativity, i.e., that the following diagram
commutes:

R®R®R(S)
m0id i

R®R(S)

i~ R®R(S)
V'

~ R(S).

The proof of this property relies on the previous proposition. D

Let a be a finite length smooth representation of SO(2n,F). Let 0: =
(n1, ... ,nk) be an ordered partition of a non-negative integer m ~ n. Define

So,(O)(a) = rMa,SO(2n,F) (a).

This is a represen~ati"on of Mo ~ GL(nl,F) x GL(n2,F) x .,. x
GL(nk,F) x SO(2(n - m),F), so we may consider s.s.(so,(O)(a» E Rnl ®
... ® Rnk ® Rn-m(S). Now we shall define a Z-linear mapping j.L* : R(S) ~
R ® R(S). For an irreducible smooth representation a E R(S), we define

n

j.L*(a) = :E s.S.(S(k),(O)(a».
k=O

We extend j.L*Z-linearly to j.L* : R(S) ~ R ® R(S).

PROPOSITION4.3. (R(S),j.L*) is Z+-graded R-comodule.

PROOF. The definition of a comodule over a Hopf algebra can be found
in [Sw). We are interested in coassociativity, i.e., that the following diagram
commutes:

J-L.

R(S) ~ R ® R(S)
J-L.i iid0J-L·

R®R(S) m~d R®R®R(S).

The proof follows from [BZ2], Prop.2.3. D

The above construction is analogous those Taciie did in [Tl] for Sp(n, F)
and SO(2n + 1,F).

5. CALCULATIONSIN THE ROOTSYSTEM,THE CASEOF Dn

In this section we shall make the calculations in the Weyl group we need
for the geometric lemma. Precisely, for iI, i2 E {I, 2, ., . , n} we shall find
[WOil \WjWo,J and for w E [WO'l \WjWOiJ ' determine nil n W(ni2).

First, we shall describe the Weyl group:

W ~ {±l}n-l )q Sym(n),
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{±l}n-l = {(El, ... ,En) E {±l}n I If Ei= I}.

Sym(n) acts on the roots ±ei ±ej by permutations of the set {el, ... , en}, and
(E1,..., En) acts as sign changes (-1 in the i-th place of E= (El, ... , En) denotes
the interchange of ei and -ei). For p E Sym(n) and (El, ... , En) E {±I}n-l,
we have

It follows that

[P(El, "0' En)]-l = p-l (Ep-l(1), ... , Ep-l(n)),

[(El, ... , En)p]-l = (Ep(l)' ..., Ep(n) )p-:l .

Now we shall use the formulas from [C] for [We \W/Wo] we listed before.
The beginning of our calculation is almost the same as in [Tl], and the first
four lemmas are very similar.

By the definition of the action of W on roots, for p E Sym(n) and
(El, ..., En) E {±l}n we have

pE(ai) pE(ei - eHl) = p(Eiei - Ei+leHd

EiCp(i) - Ei+lep(Hl), 1 ~ i ~ n - 1,

pE(an) pE(en-l + en) = p(En-len-l + Enen) = En-lep(n-l) + Enep(n)'

As we said, WCl:i = {w E W I wai > OJ. If we check when pE(ai) > 0,

1 ~ i ~ n, then we easily get the following lemma.

LEMMA 5.1. a) For 1 ~ i ~n - 1, WCl:i is the disjoint union of the
following three sets:

(i) {pE E W I Ei = EHI = 1, p(i) < p(i + I)};
(ii) {pE E W I Ei = 1, EHI = -I};

(iii) {pE E W I Ei = EiH = -1, p(i) > p(i + I)}
b) WCl:n is the disjoint union of the following three sets:

(i) {pf E W I fn-l = en = I};
(ii) {pf E W I €n-l = 1, en = -1, p(n - 1) < p(n)};

(Hi) {P€ E W I €n-l = -1, €n = 1, p(n - 1) > p(n)}.

In the same way, we can compute cr·W = {w E W I w-1ai > O}.

LEMMA 5.2. a) For 1 ~ i ~ n - 1, Cl:'W is the disjoint union of the
following three sets:

(i) {pE E W I fp-l(i) = Ep-l(Hl) = 1, p-l(i) < p-l(i + I)};
(ii) {pE E W I Ep-l(i) = 1, Ep-l(Hl) = -I};

(iii) {pE E W I Ep-'(i) = Ep-l(Hl) = -1, p-l(i) > p-l(i + I)}.
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b) "'n W is the disjoint union of the following three sets:

(i) {pE E W I Ep-l(n_l) = Ep-l(n) = I};

(ii) {pE E W I Ep-l(n-l) = 1, Ep-l(n) = -1, p-l (n - 1) < p-l (n)};

(iii) {pE E W I Ep-l(n_l) = -1, Ep-l(n) = 1, p-l(n -1) > p-l(n)}.

In the next lemma, we shall use the formula [WfWnJ = n"'En W"', for
nc~.

LEMMA 5.3. Let 1 :::;i :::;n and let 0 :::;j :::;i. Denote by Yj the set of all
pE E W such that the following six conditions are satisfied:

(i) Ek = 1, for 1 :::;k :::;j;
(ii) p(kr) < p(k2), for 1 :::;k1 < k2 :::; j;

(iii) Ek=-l, forj+1:::;k:::;i;
(iv) p(kr) > p(k2), for j + 1:::; k1 < k2 :::; ij
(v) Ek = 1, for i + 1 :::;k :::;n - 1;

(vi) p(k1) < p(k2), for i + 1:::; k1 < k2 :::; n.

Denote by YP the set of all pE E W which satisfy the same conditions
(for i = n), but instead of (iii), the condition

(iii') Ek=-l, forj+1:::;k:::;n-1, En=l.
Then

[WfWo.l = U Yj,
°:'Si:'Si

[WfWnJ = U Yp.
0:'Si:'Sn-l

Here On = ~\{Qn-d·

PROOF. Take pE E [WfWn.l = n"'EOi W"'. If i < n - 1, then pE E
W"'n n W"'n-l. From Lemma 5.1 a) for n - 1 and Lemma 5.1 b) for n we get

En-l = 1, En = -1, p(n - 1) < p(n),

or

En-l = 1, En = 1, p(n - 1) < p(n).

Anyway, En-l = 1, p(n - 1) < p(n). Further, Lemma 5.l.a) implies

EHI = Ei+2 = ... = En-l = 1, p(i + 1) < p(i + 2) < ... < p(n).

Now, we have

Ek = 1, for i + 1 :::;k :::;n - 1, and
p(kr) < p(k2), for i + 1 :::;k1 < k2 :::; n.

This condition is also satisfied for i = n - 1 or i = n, because in those cases
it is empty.
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Since pE E Wetk,'v'k E {1, ... ,i -1}, Lemma 5.1 implies that for any
k E {1, ... ,i -1}, we have Ek = Ek+1 = lor Ek = 1, Ek+1 = -lor Ek =
Ek+1 = -1. We cannot have Ek = -1, EkH = 1. So we conclude that there
exists j E {O, 1, ... , i} such that Ej = 1 for 1 ::; k ::; j - 1 and Ek = -1 for
j + 1 ::; k ::; i - 1. Lemma 5.1 also implies p(k) < p(k + 1) for 1 ::; k ::; j - 1
and p(k) > p(k + 1) for j + 1 ::; k ::; i - 1. Hence, pE E Y;i where 0 ::; j ::; i.

If pE E UO~j~i Y;i ,then we see from Lemma 5.1 that pE E Wetl for l =1= i,
in the case i =1= n - 1, and pE E Wetl for l =1= n - 1, l =1= n in the case i = n - 1.
This proves the other inclusion.

Let pE E [WjWnJ = nlo,tn-1 Wetl.
Suppose that En-1 = 1. Then by Lemma 5.1 a), we get E1= E2= ... =

En-1 = 1, p(kd < p(k2), for 1 ::; k1 < k2 ::; n - 1. The condition TI Ei = 1i
gives us En = 1. Put j = n - 1. Then, the conditions (i), (ii) and (iii') are
satisfied, and the others are empty.

Let En-1 = -1. Then by Lemma 5.1 b) we get En= 1, p(n-1) > p(n).It
follows from Lemma 5.1.a) that there exists j E {O, 1, ... ,n - 2} such that

Ek= 1, for 1 ::; k ::; j, p(kd < p(k2), for 1 ::; k1 < k2 ::; j,

and

Ek= -1, for j + 1 ::; k ::; n - 1, p(kd > p(k2),

for j + 1 ::; k1 < k2 ::; n - 1.

Together with the first condition, we get

Ek = -1, for j + 1::; k ::; n - 1, p(kd > p(k2), for j + 1::; k1 < k2 ::; n.

Therefore, the conditions (i), (ii), (iii') and (iv) are satisfied, and the others
are empty.

The other inclusion can be proved as before. 0
n

REMARK 5.1. If pE E W, E= (E1,...,En), then TI Ei = 1. Thus we have
i=1

for i < n: pE E Y;i implies En= (_l)i-j,
for i = n: if n - j odd, then y;n = 0,

ifn - j > 0 even, then fjn = 0.

If j = n, then ynn = {id} ~ ynn_l> so we can write

[WjWnJ = U fjn.
O~j~n

For the set [Wn \W]' we can simply use the relation [W/Wnr1 = [Wn \W]
and the previous lemma to obtain the following:
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LEMMA 5.4. Let 1 ::; i ::;n and let 0 ::; j ::; i. Denote by Xj the set of all
Pf. E W such that the following six conditions are satisfied:

(i) f.p-l(k) = 1, for 1 ::;k ::; j;
(ii) p-l(kl) < p-l(k2), for 1::;kl < k2 ::; j;

(iii) f.p-l(k) = -1, for j + 1::;k ::; i;
(iv) p-l (kd > p-l (k2), for j + 1::;kl < k2 ::; i;
(v) f.p-l(k) = 1, for i + 1::; k ::; n -1;

(vi) p-l(kl) < p-l(k2), for i + 1::; kl < k2 ::; n.

Denote by xy the set of all Pf. E W which satisfy the same conditions
(for i = n), but instead of (iii), the condition

(iii') f.p-l (k) = -1, for j + 1 ::;k ::; n - 1, f.p-l (n) = 1.
Then,

[WOi \W] = U xj,
O~j~i

[WOn \w] = U Xj.
O~j~n-l

o
Let il,i2 E {1, ... ,n}. For integers d,k such that

0::; d::; min{il,i2},

max{O, (il + i2 - n) - d} ::; k::; min{il,i2} - d,

we define a permutation Pn(d, k)i1 ,i2 in the same way as in [TIJ:

J, for 1::; j ::; k;

j + il - k, for k + 1 ::; j ::; i2 - d;

(il + i2 - d + 1) - j, for i2 - d + 1 ::; j ::; i2i
Pn(d, k)il ,i2(j) = j - i2+ k, for i2+ 1 ::; j

::;il + i2- d - ki
J, for il + i2- d - k + 1

::; j ::; n.

The conditions on d and k imply that P = Pn(d, k)il,i2 is well-defined.
For k ~ 0, we set

lk = 1,1,..., 1"----""'"
k times

and -lk == -1, -1, ..., -1.
~

k times

a) If iI, i2 ::; n, 0::; d::; min{ iI, i2}, d even, max{O, (il + i2 - n) - d} ::;
k ::; min{ iI, i2} - d, then we define
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If iI, i2 < n, 0 ~ d ~ min{il, i2}, dodd, max{O, (il +i2 - n) - d+ I} ~
k ~ min{iI,i2} - d, then we define

qn(d, k)~~:?l= Pn(d, k)il,i2(li2-d, -ld, In-h-l, -1).
b) If h, i2 < n, 0 ~ d ~ min{il, i2}, d even, k = il + i2 - n - d ;:::0,

then we define

qn(d, k )~~:;; = Pn(d, k)il ,i2 (li2-d-l, -ld+l, In-i2-l, -1).
c) If il ~ n, i2 < n, 0 ~ d ~ min{il, i2}, dodd, k = il +i2 - n - d;::: 0,

then we define

qn(d, k)~~:?;= Pn(d, k)il ,i2(li2-d, -ld, In-i2-l, -1).
d)Ifil <n, i2 ~n, 0~d~min{il,i2},dodd,k=il+i2-n-d;:::0,

then we define

qn(d, k)~~:;; = Pn(d, k)il,i2(li2-d-l, -ld+l, In-i2)·

(d k)(O,O) (d k)(l,l) (d k)(l,O) d (d k)(O,l) 1 f Wqn , ," ," , qn , ," ," , qn , ," ," an qn , ," ," are e ements 0 .1,2 1,2 1,2 1,2

LEMMA5.5. Let iI, i2 E {I, ..., n}. Su.ppose that integers jl and h satisfy

o ~ jl ~ il and 0 ~ j2 ~ i2. If XJ: n~~2 f:. 0, then one of the following three
conditions is satisfied:

(i) il - jl = i2- hi
(ii) il - jl = i2 - j2 + 1 even;

(iii) i2 - j2 = il - jl + 1 even.

In that case, we have:

(a) If il - jl = i2 - h is even, then XJ: n ~;2 =

{ qn(d, k)~~:?;I d = il - jl, max{O, (il + i2 - n) - d} ~ k ~ min{il, i2} - d}

(b) If h - jl = i2- h is odd, then XJ: n~;2=

{ qn(d, k)~~:?lld = il - iI,
max{O, (il + i2 - n) - d + I} ~ k ~ min{iI,i2} - d}

u {qn(d, k)~~:;; I d = il - jl - 1, k = il + i2 - n - d ;:::o} .

(c) If il - jl = i2 - j2 + 1 is even, then

Xi.l yi2 - { (d k)(l,O) I d - . . k - .. d > O}iln i2 - qn , il,i2 -t2-)2, -tl+t2-n- _ .

(d) If i2 - h = il - jl + 1 is even, then

Xil yi2 { (d k)(O,l) I d . . k .. d> o}il n i2 = qn , il,i2 = tl - )1, = tl + t2 - n - _ .
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PROOF. Let Pf. E W . Then Pf. E XJ: n ~~2 if and only if the following
twelve conditions are satisfied:

(1) f.p-l(l) = 1, for 1 ~ l ~ j1;
(2) p-1(h) < p-1(l2), for 1 ~ h < h ~ j1j

(3) f.p-l(l) = -1, for il + 1 ~ I ~ i1;
(4) p-1(h) > P-1(l2), for j1 + 1 ~ II < l2 ~ i1;

(5) f.p-l(l) = 1, for i1 + 1 ~ l ~ n - 1;
(6) p-1(h) < p-1(l2), for i1 + 1 ~ II < h ~ nj
(7) f.l = 1, for 1 ~ l ~ i2;
(8) p(h) < p(h), for 1 ~ II < l2 ~ i2;
(9) f.l = -1, for i2 + 1 ~ l ~ i2j

(10) P(ll) > p(l2), for j2 + 1 ~ h < l2 ~ i2;
(11) f.l = 1, for i2 + 1 ~ l ~ n - 1;
(12) P(ll) < p(l2), for i2 + 1 ~ II < l2 ~ n.

Suppose that there exists Pf. E XJ~ n ~~2. Then conditions (1),(3) and (5)
give that the number of -1's which appear in f. must be i1 - il if i1 - j1 is
even, or i1 - j1 + 1 if i1 - il is odd. Conditions (7),(9) and (11) give that the
number of -1's which apear in f. must be i2 - i2 if i2 - i2 is even, or i2 - j2 + 1
if i2 - i2 is odd. We conclude that the difference between i1 - j1 and i2 - j2

is at most 1, and, if they are not equal, the bigger one is even. Thus, we get
conditions (i), (ii) and (iii) from the lemma.

a) If i1 - il = i2 - i2 even, then f.n = 1, f.p-l(n) = 1, so Pf. satisfies
conditions (1)-(12) from Lemma 4.5 [Tl], which gives the statement.

b) Let i1 - j1 = i2 - j2 odd. If i1 = n or i2 = n, then there is no Pf. E W
which satisfies conditions (1)-(12), so XJ~ n~~2 = 0. Suppose i1,i2 < n. From
(7),(9) and (11), we conclude that

Conditions (3),(7),(9) and (11) imply

p([i2 + l,i2h~ U {n}) = [j1 + l,i1]J" U {n}.

If p(n) = n, then conditions (1)-(12)restricted to the set {I, ... ,n - I} are
the same as in Lemma 4.5[Tl]. It follows that p = Pn(d, k)i"i2 and i1 + i2 ­
d - k + 1 ~ n, i.e., k 2: i1+ i2- n - d + 1.

If p(n) "I n, then from (4) and (10) we see that

p(i2 + 1) n,
p-1(il + 1) = n,

p([i2 + 2, i2Jr.,) = [j1 + 2, i1h~·

Set d = i2 - i2 -1. By (10), p is order-reversing as a mapping p : [j:i + 2, i2]N ~
[il + 2, i1]N. It follows that

p(j) = i1 - (j - i2 - 2) = (i1 + i2 - d + 1) - j, for i2 - d + 1 ~ j ~ i2.
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From p(h + 1) = n we have p-r(n) = h+ 1. Together with (6), this implies

p-r([ir + 1,n -1]]\/) ~ [l,h]]\/.

In the same, way we get

p([i2 + 1,n -1]]\/) ~ [l,]r]]\/.

Let K = p-I([ir + 1,n -1]]\/), L = [l,h]]\/ \K. Suppose that L f:. 0. Since
p(KU {h + 1}) = [ir + 1,n]]\/, we have p(K) > p(L), and from (8) we see that
K > L, (Le., p > q, "Ip E K, "Iq E L). Thus, there exists k E {1, ... ,]2}
such that

p-r([ir + 1,n -1]]\/) = [k + 1,h]]\/.

If L = 0, we put k = 0, so the above condition is satisfied. Now, we have

(*) p-r ([ir + 1, n]N) = [k + 1,h+ 1]]\/= [k + 1, i2 - d]]\/,

n - ir - 1
k

i2 - d - k - 1,

ir + i2 - n - d ~ O.

In the same way, we get

p([i2 + 1, n]N) = [k + 1, ir - d]]\/.

From (12), we obtain

p(j) = k + 1 +] - i2 - 1 = ] - i2 + k, i2 + 1 ~ ] ~ n

By (*), we have

p([k + 1, i2 - d]N) = [ir + 1, n]]\/,

and from (6) we see that

p(j) = ir + 1 + j - k - 1 = j + ir - k, k + 1 ~ j ~i2 - d.

It remains to determine p on [1, k]]\/. From the above observations, we get

p([l, k]]\/) = [1, k]]\/,

so by (8), we have

p(j) = j, for 1 ~ j ~k.

We conclude that p = Pn(d, k)it,i2'

It remains to prove that q = qn(d, k)~~:~; E XJ~ n~~ when d = ir - ir =
i2- hand

max{O, (ir + i2 - n) - d} < k ~ min{ir, i2} - d,

d ' - (d k)(r,r) Xi1 yi2 h d -' . 1 - . . 1 dan q - qn , il,i2 E jl n i2 w en - ~r - Jr - - ~2 - J2 - an
k = ir + i2 - n - d ~ O.

One sees directly from the definition of q and q' that conditions (7)-(12)
are satisfied. In the same way, one sees that conditions (1)-(6) are satisfied.
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c) Let i1- j1 = i2- j2 + 1 even. If i2 = n, then there is no Pf. E W which

satisfies conditions (1)-(12), so XJ~ n ~i22 = 0.
Suppose that i2 < n. Set d = i2 - h From (1),(3),(5),(7) and (9), we see

that

p([j2 + 1,i2]N U {n})

From (4), we get

-1, f.p-l(n) = 1,
(li2-d, -ld, In-i2-1, -1),
[jl + 1, i1h~·

p-1(iI + 1) = n,

p([j2 + 1,i2]N) [jl + 2,i1h~·,

p(j) = i1 - (j - h- 1) = (i1 + i2 - d + 1) - j, i2 - d + 1 ~ j ~ i2.

In the same way as in (b), it follows from p( n) = iI+ 1 that

p([i2 + 1, n - l]N) = [k + 1,jdN, where k = i1 + i2 - n - d 2': 0,

and

We conclude that

p([l, i2 - d]N)= [1,k]NU [i1 + 1, n]N.

From (8), we have

and

p([l, k]N)

p([k + 1, i2 - d]N)

[l,kh"l,

[i1 + 1, n]N,

p(j) = J, 1~ j ~ k,

p(j) = i1+ 1+ j - k - 1= j + i1- k, k + 1~ j ~ i2- d.

Therefore, p = Pn (d, k )i1 ,i2·
The rest of proof is same as in (b).

(d) Analogous to (c). D
For i1 = n, i2 ~ n, 0 ~ d ~ i2, dodd, k = i2 - d, we define

qn(d, k)~~i~,-l) = Pn(d, k)il ,i2(li2-d+l> -ld-1, In-i2)·
For i1 = n, i2 < n, 0 < d ~ i2, d even, k = i2 - d, we define

qn(d, k)~~~,-l) = Pn(d, k)il ,i2(li2-dH, -ld-l> In-i2-1, -1).
For i1 = n, i2 < n, d = 0, k = i2, we define

qn(d, k)~~~,-l) = Pn(d, k)il,i2.
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For i1= i2= n, 0 < d ~ n, d even, k = n - d, we define

qn(d, k)t;,-2) = Pn(d, k)n,n(ln-d+1, -ld-2, 1).

For i1 = i2 = n, d = 0, k = n, we define

qn(d, k)t;,-2) = Pn(d, k)n,n'

165

u
O<d<

min{i1-;-i2}
d-even

An argument analogous to that for Lemma 5.5 gives

LEMMA 5.6. Let i2 E {I, ...,n}. Suppose that integers it and i2 satisfy

o ~ it ~ n - 1 and 1 ~ i2 ~ i2. If X.h n Yj:2 i- 0, then one of the following
two conditions is satisfied:

(i) (n - 1) - it = i2 - i2 even,
(ii) (n - 1) - i1 = i2- i2 + 1 even.

In that case, we have:

(a) If (n - 1) - i1 = i2 - i2 > 0 is even, then

X-n yi2_{ (dk)(-1,-1)ld-' . k-' d}i1 n h - qn , n,i2 - n - J1, - 22 - ,

and for (n - 1) - i1 = i2 - i2 = 0, we have X.h n Yj:2 =

{qn(d, k)~~i~,-l) I d = 1, k = i2 - d} U {qn(d, k)~~~,-l) I d = 0, k = i2 - d} .

(b) If (n - 1) - i1 = i2- i2 + 1 is even, then n - 1 - it > 0 and

X-n yi> - { (d k)(±l,-l) I d - . 1 k -' d}i1 n h - qn , n,i2 - n - J1 - , - 22 - •

PROPOSITION 5.7. Letil,i2 E {l, ... ,n}. Then, [WOil \W/WOi,] =

{ qn(d, k)~~:~; I max{O, (il + i2 - n - d)} ~ k

~min{i1,i2} - d}

U { qn(d, k)~~:i; I k = il + i2- n - d 2: 0}

u U
O<d<

minti1-;-i2}
d-odd

Particularly:

{qn(d, k)~o,~) I max{O, (il + i2 - n - d) + I}1, 2

~ k ~ min{il,i2}- d}

u { qn(d, k)~~:?; I k = i1+ i2- n - d 2: O}

u {qn(d, k)~~:i; I k = il + i2- n - d 2: O}
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(a) If i1= n, i2< n, then

u

(b) If i1< n, i2= n, then

u

[UO~d~il {qn(d, k)~~:~ I k = i1- d}]d-even

[UO~d~il { qn(d, k)~~:~) I k = i1- d}] .d-odd

(c) If i1 = i2 = n, then

[WOn \WjWonl = U {qn(d, k)~~~) I k = n - d}.
O<d<n
d=evim

PROOF. We know that [We\WjWoJ = [We\wJn[WjWoJ ,for e,f! c~.
From Lemmas 5.3 and 5.4, we have

Now, Lemma 5.5 tells us when XJ~ nYj~2 is nonempty and gives the proposi­
tion.

(a) If i1 = n, i2 < n, then qn(d, k)~~i~)and qn(d, k)~~i~)are not defined and

qn(d, k)~~i~) is not defined for d odd. For d even, the inequality max{O, (i1 +
i2-n)-d} ~ k ~ min{i1,i2}-dbecomesmax{O,i2-d} ~ k ~ min{i1,i2}-d,
and its only solution is k = i2 - d.

(b),(c) Analogously. 0

In the same way, we get


