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This presentation is devoted to modeling multiple default times in presence of some
extra information.
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Marked Point Processes

Marked Point Processes

We recall some results on Marked Point Processes.

A MPP M is a sequence (σk, Yk)k≥1 where

1. The random variables σk satisfy 0 ≤ σk < σk+1

2. The r.vs Yk (the marks) are valued in Rd

We note (Mt, t ≥ 0) the history of M (the marked point process filtration
generated by M) so that Mσk

= σ{(σ1, Y1), . . . , (σk, Yk)}.
To any MPP, we associate the random measure µ defined as

µ(]0, t]× C) =
∑

k

11{(σk,Yk)∈]0,t]×C}

for C ∈ B(Rd − 0)
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Marked Point Processes

For any integrable r.v. U , setting σ0 = 0, one has

E(U |Mt) =
∑

k≥0

11{σk<t≤σk+1}
E(11{t<σk+1}U |Mσk

)
P(t < σk+1|Mσk

)
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Marked Point Processes

An important tool is ηk+1|k(dt, dy), the regular version of the conditional
distribution of (σk+1, Yk+1) w.r.t. Mσk

.

The compensator of the point process M is the (unique) random measure ν(dt, dy)
such that for any (bounded) predictable function K, the process K ? (µ− ν) is a
local martingale, where

(K ? (µ− ν))t(ω) =
∫

]0,t]×Rd

K(ω; s, y)(µ(ω; ds, dy)− ν(ω; ds, dy))

given by

ν(dt, dy) =
∑

k≥0

11{σk≤t<σk+1}
ηk+1|k(dt, dy)

ηk+1|k([t,∞[×Rd)

=
∑

k≥0

11{σk≤t<σk+1}
P((σk+1, Yk+1) ∈ (dt, dx)|Mσk

)
P(σk+1 ≥ t|Mσk

)
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Ranked Default Times

Ranked Default Times
We restrict our attention to a finite number of ranked default times (σk, k ≤ n). We
set σ0 = 0, σn+1 = ∞ and σ = (σ1, . . . , σn). This is a MPP (without marks!)

We assume that the vector σ has a density η(u), i.e.,

E[f(σ)] =
∫

Rn
+

f(u)η(u)du,

Here, we make use of the following notation

• u = (u1, · · · , un), u(k:p) = (uk, · · · , up), u(p) = u(1:p)

• du = du1 · · · dun, du(k:p) = duk . . . dup

• u > θ stands for ui > θi for all i ∈ {1, · · · , n}
• ∫

]t,+∞[
f(u(k:n))du(k:n) :=

∫
]t,+∞[

duk · · ·
∫
]t,+∞[

dun f(uk, . . . , un).

The (marginal) density of σ(k) is

η(k)(u(k)) =
∫

Rn−k
+

η(u)du(k+1:n)
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Ranked Default Times

Furthermore, on σk ≤ t < σk+1

P(σk+1 > θ|Mt) =
∫ ∞

θ

ηk+1|k(s)ds

where

ηk+1|k(s) =
1

η(k)(σ(k))

∫

Rn−(k+2)
+

du(k+2:n)η(σ(k), s, u(k+2:n))

It follows that

E(f(σ)|Mt) =
∫

Rn
+

f(u)ηMt (du)

where, on the set σk ≤ t < σk+1

ηMt (du) =
11{t<u(k+1:n)}∫∞
t

ηk+1|k(s)ds
δσ(k)(du(k)) η(u(k),u(k+1:n))du(k+1:n)
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Ranked Default Times

Let Nt =
∑n

k=1 11{σk≤t}. The compensator of N is

Λt =
∫ t∧σn

0

λsds =
n−1∑

k=0

∫ σk+1∧t

σk

1∫∞
s

ηk+1|k(y)dy
ηk+1|k(s)ds

Remark: it is useful to remember that the support of η is contained in
{u1 < u2 < · · · < un}.
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Ranked Default Times with Reference Filtration

Ranked Default Times with Reference Filtration

We assume now that a reference filtration F is given and that there exists a family
of Ft ⊗ B(Rn

+)-measurable functions (ω, u) → αt(ω, u) such that

E[f(σ)|Ft] =
∫

Rn
+

f(u)αt(u)du,

We call the family α(u) the F-conditional density of σ. Note that α0 is the
unconditional law of σ.

We denote by G the filtration Gt = Ft ∨Mt.

It can be useful to keep in mind that, if one defines

dQ|Ft∨σ(σ) =
1

αt(σ)
dP|Ft∨σ(σ)

then, F and σ are independent under Q, and Q|Ft = P|Ft .
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Ranked Default Times with Reference Filtration

For any fixed u ∈ Rn
+, the process (αt(u), t ≥ 0) is an F-martingale. The joint

conditional survival law is given, for any θ = (θ1, · · · , θn) ∈ Rn
+, by

St(θ) := P(σ > θ|Ft) =
∫ ∞

θ1

du1 · · ·
∫ ∞

θn

dun αt(u) =
∫ ∞

θ

αt(u)du

The marginal density of σ(k) with respect to Ft is the Ft ⊗ B(Rk
+)-measurable

function α
(k)
t

(
u(k)

)
given by

α
(k)
t

(
u(k)

)
=

∫

Rn−k
+

αt(u)du(k+1:n)

and, on σk ≤ t < σk+1,

P(σk+1 > θ|Gt) =
∫ ∞

θ

α
k+1|k
t (s)ds

where
α

k+1|k
t (s) =

1

α
(k)
t (σ(k))

∫

Rn−(k+2)
du(k+2,n)αt(σ(k), s, u(k+2,n))
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Ranked Default Times with Reference Filtration

It follows that

E(f(σ)|Gt) =
∫

Rn
+

f(u)µt(du)

where, on the set σk ≤ t < σk+1

µt(du) =
11{t<u(k+1,n)}∫∞
t

α
k+1|k
t (s)ds

δσ(k)(du(k)) αt(u) du(k+1,n)

Furthermore, for YT (u) a family of positive FT adapted random variables,

E(YT (σ)|Gt) =
∫

Rn
+

1
αt(u)

E(YT (u)αT (u)|Ft)µt(du)

=
n−1∑

k=0

11{σk≤t<σk+1}∫∞
t

α
k+1|k
t (s)ds

∫ ∞

t

E(YT (u)αT (u)|Ft)|u(k)=σ(k)du(k+1,n)
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Ranked Default Times with Reference Filtration

Let Nt =
∑n

k=1 11{σk≤t}. The compensator of N in the filtration G is

Λt =
∫ t∧σn

0

λsds =
n−1∑

k=0

∫ σk+1∧t

σk

α
k+1|k
s (s)∫∞

s
α

k+1|k
s (u)du

ds =
n−1∑

k=0

∫ σk+1∧t

σk

λk+1
s ds

where λ
k+1|k
s = αk+1|k

s (s)∫∞
s

α
k+1|k
s (u)du

. Note that λ
k+1|k
s depends on σ(k).
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General Construction

General Construction

The random variable Ξ is a random variable of law η taking values in a complete
metric space E with countable base and equipped with Borel σ-algebra B(E). The
main example is Ξ = (τk, Yk)1≤k≤n where τ is a sequence (not necessarily ranked)
of random times and Yk some marks.

Without loss of generality, we assume that Ξ is the canonical map from E in E,
defined as Ξ(χ) = χ so that E(f(Ξ)) =

∫
E

f(χ)η(dχ) where η is the law of Ξ.
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General Construction

The “default-free” market risk is represented by a filtered probability space (Ω,F,P).

We denote be σ the ranked sequence of times, the filtration Mt is the one of the
associated MMP M = (σk, Yσk

)k.
The filtration F is considered as well on Ω or on the product space.
The filtration H is defined as Ht = Ft ⊗ B(E) = Ft ⊗ σ(Ξ).
The filtration G is Gt = Ft ∨Mt.
All the filtrations are defined in such a way that they satisfy usual conditions.
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General Construction

We start with the fundamental case where the two sources of risks are independent
(i.e., the random variable Ξ is independent from F∞), the probability measure is
the product measure P0

(dω, dχ) = P(dω)⊗ η(dχ).
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General Construction

The conditional law of Ξ given Mt is denoted by ηMt .

Given a non-negative measurable function Y on Ω× E, we define

ηMt (Y ) =
∫

E

Y (., χ)ηMt (dχ) = E0
[Y (., Ξ)|F∞ ∨Mt]

which is F∞ ∨Mt-measurable.

One should take care about the notation: ηM refers to the filtration F∞ ∨Mt and
not to Mt.

Note that, from the independence assumption, E0
(f(Ξ)|Mt) = E0

(f(Ξ)|Mt ∨ F∞).
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General Construction

As an exemple, let us study the case where Ξ = (τ1, τ2), with law η and define
G(t, s) = P0

(τ1 > t, τ2 > s). Then, denoting by Mt the filtration generated by
11τ i≤t,

E(f(τ1, τ2)|Mt) = It(1, 1)f(τ1, τ2)+It(1, 0)Ψ1,0(τ1, t)+It(0, 1)Ψ0,1(t, τ2)+It(0, 0)Ψ0,0(t)

where

Ψ1,0(t, u) = − 1
∂1G(u, t)

∫ ∞

t

f(u, v)∂1G(u, dv)

Ψ0,1(t, v) = − 1
∂2G(t, v)

∫ ∞

t

f(u, v)∂2G(du, v)

Ψ0,0(t) =
1

G(t, t)

∫ ∞

t

∫ ∞

t

f(u, v)G(du, dv)

It(1, 1) = 11{τ1≤t,τ2≤t} , It(0, 0) = 11{τ1>t,τ2>t}

It(1, 0) = 11{τ1≤t,τ2>t} , It(0, 1) = 11{τ1>t,τ2≤t}
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General Construction

Given a non-negative measurable function Y on Ω× E (that is (ω, χ) → Y (ω, χ)),
there exists a family of F-adapted processes, parametrized by χ, say Y F (χ), such
that P-a.s, for any χ ∈ E, and for any t ≥ 0, Y F

t (χ) = E[Y (·, χ)|Ft].

An useful example is Y = Xh(Ξ) where X ∈ F∞.

We shall call Y F the universal version of conditional expectation.

One has E0
(Y |Ht) = Y F

t (Ξ) and, for any Ht-measurable r.v. Yt

E0
(Yt|Gt) =

∫

E

Yt(χ)ηMt (dχ) =: ηMt (Yt)

In the same way, if K = K(X,Mt) where X ∈ F∞ and Mt ∈Mt, one has

E0
(K|Gt) = E0

(K(X, m)|Ft)m=Mt =: KF
t

Ht = Ft ∨ σ(Ξ) 18



General Construction

Given a non-negative measurable function Y on Ω× E (that is (ω, χ) → Y (ω, χ)),
there exists a family of F-adapted processes, parametrized by χ, say Y F (χ), such
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t (χ) = E[Y (·, χ)|Ft].
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General Construction

Consider now a non-negative measurable random variable Y on Ω× E. The
calculation of its conditional expectation w.r.t. Gt can be done in two different ways
as shown below:

On the one hand, using the notation of the universal martingale

E0
[Y |Gt] = E0

[E0
[Y |Ht] | Gt] = E0

[Y F
t | Gt] = ηMt (Y F

t )

On the other hand, using the intermediary σ-algebra F∞ ∨Mt

E0
[Y |Gt] = E0

[E0
[Y |F∞ ∨Mt] | Gt] = E0

[ηMt (Y )|Gt] = (ηMt (Y ))Ft
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General Construction

In the general case, we characterize the dependence between Ξ and F = (Ft)t≥0 by
a change of probability w.r.t. the probability measure P0

.

We suppose that there exist an F-stopping time T and a strictly positive
FT ⊗ B(E)-measurable random variable βT (ω)(ω, χ) with expectation under P0

equal to 1 and we define the probability measure P on the product space by

P(dω, dχ) = βT (ω, χ)P0
(dω, dχ)

In the following, we suppose the process βF > 0 where βFt (χ) = E0
(βT (·, χ)|Ht).
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General Construction

We can generate different types of density processes depending on the structure
information:

βHt = E0
[βT |Ht] = βFt (Ξ)

βMt = E0
[βT |F∞ ∨Mt] = ηMt (βT )

βGt = E0
[βT |Gt] = (βMt )Ft = ηMt (βFt )

Then

E(f(Ξ)|Mt ∨ F∞) =
∫

E

f(χ)ηMt (dχ) =
∫

E

f(χ)
βT (χ)ηMt (dχ)

βMt

E(f(Ξ)|Gt) =
∫

E

f(χ)ηGt (dχ) =
∫

E

f(χ)
βFt (χ)ηMt (dχ)

βGt

and, for any integrable GT measurable random variable YT

E[YT | Gt] =
E0

[YT βT |Gt]

E0
[βT |Gt]

=
ηMt ((YT βT )Ft )

ηMt (βFt )

Ht = Ft ∨ σ(Ξ) 22



General Construction

The density of τ under Q is

αQt (u) =
βt(u)∫

Rn
+

βt(v)dv

Ht = Ft ∨ σ(Ξ) 23



General Construction

The computation in a closed form is not difficult, even if tedious. Let us present the
case where Ξ = τ (unidimensional case), with law with density η, and F is a
Brownian filtration. Furthermore, assume that β so that

βt(χ) = exp
(∫ t

0

Ψs(χ)dBs − 1
2

∫ t

0

(Ψs(χ))2ds

)

Then, E(βT (Ξ)|Gt) = Lt where

dLt = Lt−(ψtdBt + γtdMt)

ψt = 11{t≤τ}

∫∞
t

Ψt(u)βt(u)η(u)du∫∞
t

βt(u)η(u)du
+ 11{τ<t}Ψt(τ)

and γt = βt(t)G(t)∫∞
t

βt(u)η(u)du
− 1.
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General Construction

Let us mention that one can obtain a characterization of martingales in the large
filtration, in terms of martingales in the reference filtration. Let us reduce our
attention, for simplicity, to the case where Ξ = τ . Then, a process
Yt = yt11t<τ + 11τ≤tyt(τ) is a G martingale if and only if

1. For any u, the process yt(u)αt(u), t ≥ u is an F-martingale

2. The process E(Yt|Ft) is an F-martingale

In the multidimensional case, for a ranked sequence, the process

Yt =
n−1∑

k=0

yk
t (σ(k))11{σk≤t<σk+1)}

is a G martingale if and only if

yk
t (θ(k))P(σk+1 > t|G(k)

t +
∫

θt
kdθ(k+1:n)11{θk+1<t}y

k+1
θk+1

αθk+1(θ)

are martingales
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Examples

Examples
Gaussian model

Let fi, i = 1, . . . , n be a family of functions with L2 norm equal to 1 and
Xi =

∫∞
0

fi(s)dBi
s where Bi are F-BMs with correlation ρi,j .

Then
P(Xi > θi, ∀i = 1, . . . , n|Ft)

= Φ∗n(
θ1√

1− ρ2
1

−m1
t , . . . ,

θn√
1− ρ2

n

−mn
t ; γ(t))

where
• mi

t =
∫ t

0
fi(s)dBi

s

• Φ∗n(x1, . . . , xn; γ(t)) = P(G(t)
i > xi, ∀i = 1, . . . , n)

where G(t) = (G(t)
i , i = 1, . . . , n) is a Gaussian vector, centered, with covariance

matrix γ(t) with

γi,j(t) =
∫ ∞

t

fi(s)fj(s)ρi,jds .

Let Hi be an increasing function from R to R+ with inverse hi and τi = Hi(Xi).
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Examples

Then
P(τi > ti, ∀i = 1, . . . , n|Ft)

= Φ∗n(
h1(t1)√
1− ρ2

1

−m1
t , . . . ,

hn(tn)√
1− ρ2

n

−mn
t ; γ(t), t)

In particular,

P(τi > ti) = Φ∗(
hi(ti)√
1− ρ2

i

)

where Φ∗(x) is the survival function of a standard Gaussian law.
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Examples

Uniform law (From Kchia and Larson)

On start with r.v. Ui, with exponential law, independent from F and R a r.v. with
given conditional density pt(r). Set τi = RUi. Then

P(τi > ti, i = 1, . . . , n|Ft) =
∫

pt(r)
n∏

i=1

(1− ti
r

)+
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