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Abstract. This work is devoted to the problem of ensuring authenticity of data origin in cloud environments. 

A Blockchain-based protocol is proposed to solve this problem. Proposed protocol makes possible to use 

logging data as evidence in cybercriminal cases and mitigate possibility to modify logs by attackers. Scope 

of usage of proposed protocol is mainly internal audits in cloud environments. 
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1 Introduction 

At this time, the usage of cloud computing services is reaching a new level in various commercial and military 

spheres to ensure reliable data storage and dynamic “elastic” provisioning of resources for computing “on de-

mand” of the cloud customers. Securing management and data transfer within and between the clouds is one of 

the key challenges for organizations, which implement cloud approach to their business. Cloud auditing can 

only be effective when all data operations can be reliably tracked. Ensuring the authenticity of the history of 

data origin is a process that determines the history of a data object, starting from its creation [1]. Provisioning of 

the authenticity of data origin can help detect malicious activity in architectures built on the cloud platform basis 

[2]. 

Blockchain technology has aroused interest due to a common, distributed and fault-tolerant data store that al-

lows participants to counteract malicious attempts by using the computing capabilities of honest part of network 

nodes; and in which the exchange of information is resistant to manipulation. The Blockchain network is a dis-

tributed open transaction ledger in which network nodes verify and confirm any individual transaction. The 

decentralized Blockchain architecture can be used to develop the ability to provide an assurance of the authen-

ticity of data origin for a cloud computing environment. In a decentralized architecture, each node is involved in 

a network to provide services, which provides higher efficiency. Accessibility is also ensured by distributed 

characteristics of Blockchain technology. Because cloud services often use centralized authority, there is a need 

to protect personal data while maintaining confidentiality. If there was a service for ensuring the authenticity of 

the cloud data origin based on Blockchain technology, transparent and constant recording would be ensured for 

all cloud operations. In addition, maintaining a history of data origin can help increase the confidence of cloud 

users in sharing information about cyberthreats [3, 4] in order to provide proactive cyber defense at a lower 

security cost [5,6]. 

This paper presents a Blochchain-based protocol for ensuring the authenticity of the history of data origin for 

cloud environments. The architecture proposed in the work records the operations with each data object and 

stores them as a history of origin, which is then hashed in the Merkle tree [7]. The list of data origin hashes will 

be the Merkle tree, and the root node of the tree will be tied to the Blockchain transaction. The list of transac-

tions will be used to form the block, and the block must be confirmed by a set of nodes in the Blockchain net-

work in order to be included in the Blockchain transaction ledger. Attempting to modify the record of data 

origin will require the attacker to locate the transaction and the block in the ledger. The underlying cryptography 

in Blockchain technology will only allow a block record to be modified if an attacker can submit a longer ver-

sion of the Blockchain transaction ledger than the rest of the fair network, which is quite difficult to achieve. 

Using the global computing capabilities of the network, the Blockchain-based authenticity service for cloud data 

origin can provide integrity and authenticity. The protocol proposed in this paper preserves the confidentiality of 

users. 



2 General theoretical information and related publications 

2.1 History of data origin in the cloud  

The history of the data origin describes the creation and modification chronology of the content of the ob-

ject. From the point of view of information security, the history of data origin refers to the audit process, which 

keeps track of all operations performed with data generated by the work process. In the context of the modern 

use of Blockchain technology, an example of the history of data origin may be the ability to track the redistribu-

tion of funds in a distributed publicly available cryptocurrency transaction ledger, which contains all operations 

related to the asset data. The history of data origin based on Blockchain technology can provide features such as 

a verifiable event log in the cloud computing environment, creation and transfer of ownership of digital assets, 

consensus and cryptography-based identification. 

Cloud computing environments are dynamic and heterogeneous, and include several different software and 

hardware components that are produced by different vendors and require interaction. Since companies, regard-

less of whether they are private or state-owned, use cloud computing as a platform for storing, processing, and 

providing services, data protection in the cloud has become a top priority for cloud providers. Ensuring data 

transfer within cloud architectures and between cloud architectures of different providers is often a prerequisite. 

The classic data guarantee aims to ensure the confidentiality, integrity and availability of data content. However, 

ensuring the authenticity of the data origin (where it came from and by whom it was created or modified) is 

currently a problem in cloud environments. Tracking every critical data item in the cloud can ensure the confi-

dentiality, integrity, and availability of data content. This process, called confirmation of the history of the 

origin of the data, will record every transaction in the cloud data, so that information about all data operations 

can be obtained at any time to confirm their accuracy. The origin of the data has the potential to prevent internal 

attacks and network intrusion scenarios by identifying the exact sources that cause the state of the data object to 

become abnormal. Ensuring the authenticity of the history of the data origin in the cloud for all data processed 

in the cloud infrastructure will allow for secure distributed data computing, data and transaction exchange, de-

tection of internal attacks, reproduction of research results and determination of the exact source of intrusions 

into the system or network. The current level of authenticity of the history of the origin of data in the cloud does 

not provide such guarantees, and there is a need to develop methods to solve this problem. 

The history of data origin will play an important role for cloud security engineers when debugging hacks of a 

system or network or performing digital forensics. Cloud computing environments are typically characterized by 

the transfer of data between different system and network components. Data usually does not follow the same 

path because of the many copies of the data and the variety of paths used to ensure system stability. Such a di-

verse data streams creates a certain difficulty for security engineers to correctly and accurately respond to a 

possible security incident, determine which software and / or hardware components contained vulnerabilities 

that led to a successful attack, the source and the surface of the attack, as well as the attack blast-radius. The 

history of the data origin in the cloud can be a key tool for identifying security incidents with a high degree of 

granularity and evidence. Modern data ownership cloud-systems support the above tasks using logging and au-

diting technologies. These technologies are inefficient in cloud computing systems, which are complex in nature 

due to several levels of interaction between software and hardware components, covering various geographical 

and organizational boundaries. To identify and eliminate malicious actions in the cloud requires analysis of data 

and logs from a diverse and heterogeneous set of sources for a limited time period using digital forensics, which 

is an insurmountable task. Although the exchange of information related to cyberthreats may be one of the op-

tions for achieving situational awareness of the cloud attack surface with less investment, this approach is prone 

to information forgery threats [3-5]. A reliable history of data origin will help to track all operations performed 

on each data object in the cloud, and Blockchain technology will guarantee data authenticity and integrity. 

Cloud computing systems usually consist of several nodes (physical machines) that host one or more virtual 

machines (VMs). Each virtual machine has an owner and includes such components as software (application 

resources) and data. Running software on the VM and exchanging information with the VM results in several 

artifacts, such as variables, intermediate data output, and final output artifacts. All of them are of interest and are 

important for establishing the history of data origin. Blockchain technology provides such an opportunity and 

has many necessary functions, as well as properties for efficiently establishing the data origin in the cloud envi-

ronment. Blockchain is a peer-to-peer registration system in which information representing the origin of physi-

cal, virtual and application resources can be stored openly for transparent verification and audit. Thus, transpar-

ency and cost-effectiveness are ensured, and access control and confidentiality for individual register users are 

ensured using encryption methods, where individual users can see only those parts of the Blockchain ledger that 

are associated with their data. In addition, Blockchain technology provides much-needed features that take place 

to be part of cloud platforms, including asset transfer and source determination [8]. 



This section presents some previous researches in the field this work denoted to – authenticity of data origin 

in cloud environments. The first scheme designed to collect and maintain information about the origin of data 

was called PASS and it worked at the operating system level [9]. A comprehensive data tracking tool called 

S2Logger was developed to ensure the origin of cloud data and it works both at the file level and at the block 

level in kernel space [10]. It was proposed to ensure the authenticity of the history of data origin by using of 

encryption, which in turn entailed lower performance and higher computational cost [11]. A file system with the 

ability to collect information about the origin of data by intercepting calls to the file system below the virtual file 

system, which requires changes to operating systems, was proposed in [12]. A kernel-level logging tool, 

Progger, which can provide evidence of unauthorized access by violating user privacy, was proposed in [13]. It 

also explores the use of data origin history for cloud management, for example, discovering cloud resource us-

age patterns for resource reuse and failure management [14]. Another example of the use of encryption and 

digital signature to ensure the confidentiality and integrity of the history of data origin is SPROVE [15]. How-

ever, this tool does not have the ability to query origin data.  

2.2 Blockchain Technology  

Blockchain technology has caused great interest in various fields of activity – financial and agricultural sec-

tors, healthcare, utilities, government, real estate, etc. The network architecture of Blockchain-systems is built 

on a common distributed peer-to-peer platform in which each participant can use the system’s functionality, but 

no single user can control it. Blockchain technology assumes the presence of cybercriminals in the network and 

mitigates attack strategies based on the advantage in the hashing computational power of honest participants in 

the system and on the exchange of information between network nodes that is resistant to modification and de-

struction. The process of achieving consensus in the system is performed without a trusted central authority or 

intermediary, which speeds up the operation in the Blockchain system in comparison with traditional centralized 

systems. Forgery of data in the Blockchain ledger is extremely difficult due to the use of the cryptographic data 

structure and the lack of authenticity of secrets. Blockchain networks are fault tolerant, which allows nodes to 

eliminate compromised nodes. Despite this, several vulnerabilities could potentially violate the integrity of data 

in the Blockchain transaction ledger [16]. However, this requires a huge amount of computational power for the 

attacker to carry out attacks, which may deprive the attacker of any benefit in carrying out the attack. 

The decentralization and security features of Blockchain technology have attracted researchers to develop 

various applications, such as smart contracts, identity management and distributed DNS. 

Hyperledger is an open source Blockchain project supported by The Linux Foundation, which includes lead-

ers in finance, banking, IoT, supply chain, manufacturing and technology fields [17]. Hyperledger Fabric is an 

architecture that provides a high degree of confidentiality, flexibility, and scalability on top of the Hyperledger 

platform, supporting plug-in implementations of various user components [18]. Developers can capitalize on 

Fabric infrastructure by integrating custom and custom methods on an open platform. 

The Multichain project provides an open source Blockchain network where developers can place their Block-

chain applications on top of a private cloud architecture [19]. Multichain uses a transaction model for each out-

put and can work with high throughput [8]. The transaction model for each output means that the input of each 

transaction has some connection with the output of the previous transaction. Using different addresses for the 

same user, this model provides a higher degree of confidentiality. Developers can use different types of assets 

for different types of transactions due to built-in multicurrency functionality in Multichain. In addition, the Mul-

tichain project added two functions - Blockchain messaging and database synchronization.  

The Ethereum platform, on the contrary, is designed for simple and fast development of Blockchain applica-

tions, which is one of the most outstanding features of the transaction model for each address. In addition, this 

saves space, since each transaction requires only one signature, one link and one exit. In addition to the Bitcoin 

cryptocurrency ecosystem, the Ethereum decentralized platform was also developed on top of the public Block-

chain ledger conception for simple and quick development of decentralized applications [20]. To implement the 

function of transmitting values and rewards of participants, Ethereum has an internal cryptocurrency called 

Ether. This platform provides smart contract features that can be implemented via Solidity or other high-level 

programming languages. On Blockchain networks, smart contracts are compiled in binary format and are able to 

work on the Ethereum virtual machine (EVM). The Ethereum platform adopts a transaction model for each ad-

dress, and each single transaction is independent, which means that the transaction simply transfers assets be-

tween participating nodes.  

The Tierion project, which is used to implement the protocol proposed in the work, provides a platform for 

downloading and publishing data records on the Blockchain network [21]. Due to its open application pro-

gramming interfaces (APIs), Tierion is convenient for integrating applications that require a Blockchain archi-



tecture. Developers can publish metadata via an HTTP request to the Tierion datastore and retrieve information 

about records. Each data record has an identifier that can be used to receive a transaction-generated Blockchain 

receipt. The Blockchain receipt contains the transaction identifier that will be used to determine the location of 

the transaction, and the block in which the transaction is located. Thus, the data record placed in the Blockchain 

ledger cannot be falsified, and integrity is guaranteed. 

Guardtime provides Blockchain services on an industrial scale using the Keyless Signature Infrastructure 

(KSI) and a secure one-way hash function, which is post-quantum in contrast to the asymmetric cryptographic 

algorithm (RSA) [22]. Guardtime also proposed the Blockchain standard for digital identification and a protocol 

for authentication and digital signature, providing a simplified feedback management protocol and long-term 

validity [23]. Enigma is a decentralized computing platform with guaranteed confidentiality that uses Block-

chain technology for network management, access control and identification, and also creates an event log pro-

tected from unauthorized access [24]. A decentralized public key infrastructure (DPKI) on top of Namecoin and 

a naming and storage system based on Blockchain technology were proposed in [25]. It has also been proposed 

to use Blockchain technology in information networks to protect the security of name-based content distribution 

[26]. 

2.3 Blockchain technology and ensuring the authenticity of the history of data origin  

Blockchain technology provides the ability and many of the necessary functionality and features for effective 

ensuring the authenticity of the history of data origin in cloud environments. Blockchain technology is a peer-to-

peer transaction ledger system in which reliable information about the origin of physical, virtual and application 

resources can be stored publicly for transparent verification and audit. In addition, one of the main concerns here 

is non-repudiation. Thus, the implementation of Blockchain technology in the cloud can lead to the task of en-

suring the authenticity and non-repudiation of the history of data origin, when cloud nodes implicitly create a 

distributed network for recording data origin in a distributed and fault-tolerant Blockchain ledger protected by a 

strict cryptographic protocols. This distributed ledger must be updated by all nodes in the cloud based on a 

strictly regulated protocol for achieving consensus, the development of which for the cloud is a rather difficult 

task. 

3 Architecture of the Blockchain protocol for ensuring the authenticity of data 

origin 

This section presents the architecture of the Blockchain protocol for ensuring the authenticity of data origin 

in cloud environments. The proposed architecture allows achieving the following goals: 

1. Real-time authenticity of the history of cloud data origin – user operations are monitored in real time to col-

lect information about the history of origin, which will further support the application of access control poli-

cies and intrusion detection systems [27]. However, a delay occurs when placing records in blocks and pro-

cessing them by the Blockchain network but capturing data events is real time process. 

2. Protection against unauthorized access – a reliable history of the data origin is collected and then published 

to the Blockchain ledger to achieve data integrity. Then all data are distributed between nodes. The architec-

ture provides creation of a public log with all user operations on cloud data with time stamps and without a 

trusted third party. A special construction called “Blockchain receipt” is assigned to each record for further 

verification. Moreover, according to the principle of least privilege an access to proposed protocol can be 

configured more granularly with cloud Identity and Access Management. 

3. Increased confidentiality. Each entry in the data origin history is associated with a hashed user identifier in 

order to maintain its confidentiality, so that no Blockchain network node can match data records associated 

with a specific user. The data origin auditor can access information related to the user, but can never deter-

mine his identity. Only a service provider (cloud provider) can associate identifiers with the actual owners of 

each record in the data origin history. As for regulation compliance – the proposed protocol is focused mainly 

on internal audit and operates with data generated by employees of the organization with cloud access, and 

GDPR or CCPA are focused on the privacy of customer's data i.e. consumers not employees. 

4. Confirmation of the authenticity of the data origin history in the cloud – a record of the history of the origin 

of data is published globally in the Blockchain network, where several nodes provide confirmation for each 

block. To check each record of the history of data origin, a Blockchain receipt is used. 

The following methods were used in the architecture development to achieve the goals mentioned above: 



─ real-time monitoring of user actions using interceptors and listeners, so that each user file operation will be 

collected and recorded to obtain a history of data origin; 

─ storing all hashed data in the form of blocks in the Blockchain transactional ledger. Each node in the system 

can verify operations by analyzing the block so that the origin of the data is reliable and protected from falsi-

fication; 

─ hashing the user ID when adding data to the Blockchain ledger so that the network and the auditor cannot 

determine the identity of the user and operations with the data. 

The cloud auditor of data origin history performs verification by extracting transactions from the Blockchain 

network using the Blockchain receipt, which contains information about the block and transactions. 

3.1 Architecture Overview 

Key architecture components are listed below: 

 Cloud user – a user who owns his data, has distributed connections with other users and can choose the 

Blockchain-authenticity service for the authenticity of cloud data origin, in which information about the his-

tory of origin is stored in a public Blockchain ledger. User data changes can be monitored and checked by 

Blockchain nodes, but nodes may not be aware of the details of other user actions. It is important to note that 

the information about the history of data origin contained in the open Blockchain ledger does not allow to un-

ambiguously establishing the user’s identity. 

 Cloud Service Provider (CSP). The cloud service provider offers the cloud storage service and is responsi-

ble for registering users. CSP can benefit from the proposed architecture in the following aspects: it becomes 

possible to constantly check data changes and data operations performed by all users in order to better devel-

op the proposed functionality; Using a reliable history of data origin to detect intrusions and malicious ac-

tions within the system. With regard to business aspects, it is possible to increase the brand reputation by 

providing a Blockchain service to ensure the authenticity of data origin. The possibility of providing a PaaS-

managed Blockchain-authenticity service for data origin for an additional fee is also possible. 

 Database of the history of data origin – the database stores all information about the history of the origin of 

data in the Blockchain network, which is used to detect malicious behavior. All entries in the database are 

anonymous. 

 Provenance Auditor (PA) – can extract all information about the history of data origin from the open 

Blockchain ledger to the database and confirm the Blockchain receipt. The auditor is responsible for main-

taining the database, but at the same time cannot correlate the record from the history of data origin with the 

owner of this data. 

 Blockchain network – consists of globally participating nodes. All data operations will be placed in the his-

tory of origin in the form of blocks and checked by the nodes of the Blockchain network. 

3.2 Background and approach concept 

The proposed architecture uses a cloud file as a unit of data and monitors file operations to provide the 

Blockchain-based service for the authenticity of cloud data origin. After detecting each file operation, an origin 

history record is generated. The cloud service provider then uploads an origin history record to the Blockchain 

network. It is important to note that the system can be scaled by increasing the number of nodes in the Block-

chain network (scaling-out) or by deploying more powerful nodes with the same number of them (scaling-up), 

the database component with origin history can be scaled in the same way. This section describes in detail the 

scenario of using a cloud file as data unit and the structure of the Blockchain block. 

Cloud file usage scenario. To keep track of the history of each file in the cloud, actions such as creating, 

modifying, copying, sharing, and deleting the file are recorded. User A can create a file that references the 

source of file X. Then user A copies file X to another location, for example, for backup or other reasons. The 

read and write operation of user A on file X can also be recorded. If user B asks user A to share file X, an entry 

will be created for user A and user B. User A shares file X at a predetermined location and user B creates a new 

file Y from shared file X. Then user B can work with file Y, just like user A with file X, for example, with read 

and write operations. If user B deletes the file, an entry will be created for deletion. At some point, user A de-

cides to make file X public in order to change access to the file. Anyone who gets access to it will also create a 

new file in the appropriate place. An approach called Versioning is applied to keep the history of different ver-

sions of the file for future use. 



Block structure – the architecture proposed in the work uses Blockchain technology to ensure authentication 

of data records and prevent falsification. The block structure consists of two parts – the block header and the list 

of transactions (operations). The main attributes in the header are block hash, height, confirmations, nonce value 

and Merkle tree root. The hash value of a block is calculated using the hash of the previous block and a one-time 

number. Height is the block index in the global Blockchain network. The value of block confirmations indicates 

the number of nodes that performed the mining process on this block, and the one-time number is used by 

Blockchain nodes to verify the integrity of the block. The root of the Merkle tree is the root of the binary hash 

tree created from all transactions in the block. Transaction lists follow the block header. Each transaction has a 

hash with inputs and outputs. Each data record is hashed into a Merkle tree node. The root node of the Merkle 

tree will be bound to one transaction in a specific block. 

3.3 Threat Model 

This section presents an analysis of potential vulnerabilities in the proposed architecture. The cloud service 

provider provides the ability to enable the Blockchain service for the authenticity of data origin, as well as a 

cloud storage service that allows users to store data on a cloud platform. A cloud service provider cannot guar-

antee that data records will remain unchanged due to known vulnerabilities in hypervisors and cloud operating 

systems. As soon as the Data Origin Blockchain Autheticity service is enabled, the user will be able to track the 

data, and the auditor will have access to all information about the history of data origin in the cloud. However, 

the provenance auditor cannot be fully trusted. An attacker could potentially gain access to or modify user data 

and / or information about the origin of user data. Since the main purpose of the architecture proposed in this 

work is to protect information about the history of data origin in the cloud, user data should be stored in the 

cloud in encrypted form and be accessible only if there is a decryption key. 

3.4 Key activation 

In order to use the Blockchain service for authenticity of data origin, users must enable the service and create 

their credentials. To ensure confidentiality in cloud storage applications, users must generate key pairs to en-

crypt their cloud data using the key management services provided by cloud providers (for example, AWS Key 

Management Service or Azure Key Vault). If the user wants to share the file, a key for data exchange will be 

provided. For information on the history of data origin, the cloud provider generates key pairs for privacy rea-

sons, since this information will be published in the open Blockchain ledger in the future. The purpose of the 

keys in the proposed architecture is described as follows. 

 User registration key (
URK ) – is necessary for the user to register the cloud storage service. Each time a user 

wants to work with cloud data, a registration key will be required. 

 Data encryption key ( DEK ) – after registration, the user generates an encryption key DEK  to encrypt all data 

stored in the cloud. When a file is created, the user has the ability to encrypt the file, which restricts access to 

the file only to key owners. 

 Key pair for data sharing (
Pr,Pub iv

DS DSK K ) – in general, the private key is used to generate signature data by the 

owner, and the public key is used to verify data ownership. When the data owner permits data sharing, he 

transfers 
Pr iv

DSK  to another user. 

The key to verify the authenticity of the history of data origin ( PVK ) – each block in the Blockchain register 

contains several records of the history of data origin; and data on the origin is entered upon detection of each 

new operation with the file. Each data transaction causes the cloud service provider to generate a key PVK  to 

encrypt information about the history of origin. PVK  will then be transferred to the auditor of the history of 

origin, if the user designates it for the audit. 



4 Implementation of Blockchain-authenticity of the history of data origin in the 

cloud 

Implementation of the cloud-based Blockchain service proposed in the work is carried out using a three-tier 

architecture, consisting of a data storage level, a Blockchain network level, and a database level for storing data 

origin history. It includes three phases: collecting information about the data origin history, checking and adding 

it to the Blockchain ledger and updating the database with new historical records (Fig. 1). 

Each level is designed to perform the following functions: 

 Data Storage Layer – designed to support cloud storage applications. In this case, one cloud provider (mono-

cloud architecture) is used, however, the possibility of implementing a multi-cloud approach is supported. 

 Blockchain network level – designed to record each operation in the history of data origin. Each block can 

record several data operations. In this example, the file is used as a unit of data; therefore, each file operation 

with the user name and file name is recorded. File access operations include Create, Share, Modify, and De-

lete. 

Database level – designed to store records of file operations and write queries. It is created in the most iso-

lated segment of cloud architecture and can be based on PaaS relational database service such as AWS RDS or 

Azure SQL Database and on PaaS non-relational database service such as AWS DocumentDB or Azure Cosmos 

DB. The cloud provider appoints an origin history auditor to verify data from the Blockchain ledger. The result 

of the verification is a Blockchain receipt, which is added to the databases and serves as a guarantee of the au-

thenticity of the record. 

 

Fig. 1. – High-level representation of the architecture of the Blockchain-authenticity protocol 

4.1 Collection and storage of information about the data origin history  

When a user performs actions on data files stored in the cloud, the corresponding operations are recorded. An 

operation can be indicated in metadata, including all file attributes. It should be noted that for this stage only the 

attributes RecordID, date and time (timestamp), username, file name, registered user (AffectedUser) and action 

are recorded. The transaction hash, block hash and verification field will be collected after the auditor makes a 

request to the Blockchain network. The AffectedUser attribute is considered in two cases. One of them is data 

modification, in which the same user works with data using a data encryption key when there are no affected 

users except this user himself. Another case is data exchange, when a user shares a file with someone else. In the 

second case, this attribute in the file operation metadata will include all users in the shared group. 

This paper presents an architecture built on the basis of an open source application called ownCloud to 

demonstrate the capabilities of Blockchain-authenticity of data origin [28]. ownCloud is a proprietary server for 

synchronizing and sharing files. OwnCloud provides both cloud storage web services and a PC client, similar to 

Dropbox and Google Drive, which provide the user with control over personal data and universal access to files 

for all data. In addition, ownCloud is flexible, and developers can use their features to develop various applica-

tions on top of it, allowing authorized users to enable and disable features, set policies, back up and manage 

access. The server also manages and protects API access for its ownCloud client and developers, while provid-

ing the internal processor needed to provide high-performance file sharing services. 

To collect information about the history of data origin, hooks are used to listen to file operations in the own-

Cloud application web interface. After monitoring the operation, a record will be generated, which is then up-



loaded to the Blockchain network and stored in the origin history database. The process of collecting and storing 

information about the history of data origin is shown in Figure 2. An example of collecting information about a 

file change in the original JSON format is presented at Figure 3. 

To store information about the history of origin after data collection in this implementation, the Tierion API 

is used to publish data records in the Blockchain network [21]. Tierion provides an API primarily for collecting 

data and for managing data stores and records in your personal account. Accessing the Tierion Data API re-

quires an API key, which is required with every request for API data. Granting credentials should contain the X-

Username and X-Api-Key headers for each data store owned by the user account. In addition to using the API 

data to create the record, it is possible to submit the HTML form directly to Tierion, since ownCloud is based on 

web technologies, and information about the history of data origin comes from the website. This approach is 

easier to implement for demonstration purposes. 

 

Fig. 2. – The process of collecting and storing information on the history of data origin 

To store information about the history of origin after data collection in this implementation, the Tierion API is 

used to publish data records in the Blockchain network [21]. Tierion provides an API primarily for collecting 

data and for managing data stores and records in your personal account. Accessing the Tierion Data API re-

quires an API key, which is required with every request for API data. Granting credentials should contain the X-

Username and X-Api-Key headers for each data store owned by the user account. In addition to using the API 

data to create the record, it is possible to submit the HTML form directly to Tierion, since ownCloud is based on 

web technologies, and information about the history of data origin comes from the website. This approach is 

easier to implement for demonstration purposes. 

 

 
 

Fig. 3. – An example of collecting information about a file change in the original JSON format 

To ensure confidentiality, the username is hashed. Thus, the provenance auditor cannot know to which user 

the data belongs. Only a cloud provider can associate each user with a hash value because the provider stores a 

list of usernames. The proposed architecture involves storing information about the data origin in a database for 

subsequent updates and checks. The publication of data records in the Blockchain network is based on the 

Chainpoint standard [29]. Chainpoint is an open standard for creating timestamps for any data, files or series of 



events, which offers a scalable protocol for publishing data records in the Blockchain ledger and generating 

Blockchain receipts. By binding an unlimited amount of data to several Blockchain ledgers and checking the 

integrity and existence of data without using a third trusted party, the Chainpoint standard is widely used in 

Blockchain applications. According to Chainpoint 2.0, data records are hashed, so each Merkle tree can contain 

a large number of records, as shown in Figure 4.  

 

Fig. 4. – Scheme of the Merkle tree 

The target hash of a particular record and the path to the Merkle root provide evidence of the authenticity of 

the data origin history, which is a JSON-LD document containing information for cryptographic verification that 

part of the data is tied to the Blockchain ledger. This proves that the data existed at the time of their binding. 

The root for each Merkle tree is associated with one transaction in the Blockchain network. 

4.2 Verification of data origin 

To check data records published on the Blockchain network, the data origin auditor requests a Blockchain 

receipt through the Tierion API. The data API offers a way to validate Blockchain receipts. Before verification, 

an API call to the GET method is used to request a record along with a Blockchain receipt. 

The request header should include Content-Type: application/x-www-form-urlencoded or Content-Type: ap-

plication/json to set the data format to receive. API calls to request data are made via the HTTPS protocol. The 

Blockchain receipt contains information about the Blockchain transaction and the evidence of authenticity used 

to verify the transaction. An example of a Blockchain receipt is shown in Figure 5. 

 

Fig. 5. – Blockchain receipt 

The Merkle tree can be restored from a Blockchain receipt. Each record of origin is stored together with other 

records in the Blockchain network as a transaction, which is available in the Blockchain Block Explorer [30]. 



Since the transaction attribute “Height” corresponds to the block index, you can find the exact information about 

the block. An example of the data contained in the transaction and the Blockchain block is shown in Figure 6. 

An API call to the POST method is used to check the format and contents of the Blockchain receipt and to 

confirm that the root of the Merkle tree of one record is stored in the Blockchain ledger. 

The algorithm for the auditor to verify the history of the origin of the Blockchain receipt data is shown in 

Figure 7. 

In the algorithm, proof of authenticity, the root of the Merkle tree (merkleRoot) and the target hash value 

(targetHash) are the input parameters to the Blockchain receipt, and the output is the result of the check. If true 

is returned, then the data record is considered verified and authentic based on the fact that the transaction and 

the block are genuine. If false is returned, it means that the block and data record have been tampered. It should 

be noted that according to the requirements of Chainpoint 2.0, all hash values used in the construction of Merkle 

trees and evidences are processed in binary format. Anchor points in a Blockchain receipt indicate how a data 

record is bound. Verification of the Blockchain receipt confirms that the content is valid and authentic. In par-

ticular, the verification process confirms the following four elements: Blockchain receipt is a JSON document 

with correct formatting; all required fields are present; targetHash, merkleRoot, and proof are valid; and the 

anchor point of the merkleRoot value to the specified location(s) is correct. 

 

Fig. 6. – Transaction and Blockchain Block Data 

 

Fig. 7. – Blockchain receipt verification algorithm 

After checking the Blockchain receipt, the data origin auditor can update the entry in the origin history data-

base by filling out the remaining attributes, including the transaction hash, block hash and verification result. If 

the result of the audit is correct, then the auditor can verify that the origin data is authentic. If the result is false, 

the auditor informs the service provider that there has been an invasion to the system. 

A high-level representation of the architecture for confirming the history of data origin in the cloud based on 

Blockchain technology is presented in Figure 8. 



 

Fig. 8. – Architecture of the Blockchain protocol for authenticity of data origin in the cloud 

Work process: 

1. User registration using the key 
URK . 

2. Work with data: 

  2a Request access to data using a key DEK . 

2b. Providing access to data to another user using a key pair 
Pr,Pub iv

DS DSK K . 

2c. Data request. 

3. Publication of information on the history of data origin in the Blockchain network using a key PVK . 

4. Storage of information on the history of data origin in the database. 

5. Request for verification by the auditor of the authenticity of information about the history of data origin. 

6. The auditor's request to the Blockchain network to obtain data for verification using the key PVK . 

7. The verification process. 

7a. Getting a Blockchain block with transactions. 

7b. Authentication. 

7c. Blockchain receipt update. 

8. Updating the database. 

8a. Sending a verified Blockchain receipt. 

8b. Updating the status of checking the history of data origin in the database. 

5 Directions for future research 

This paper presents the development and implementation of the Blockchain protocol of the authenticity of data 

origin for cloud auditing while maintaining user privacy and increased accessibility. Usage of Blockchain tech-

nology allows recording data with an invariable time stamp and generating a Blockchain receipt for each of the 

data records for verification. The cloud implementation of the proposed system allows ensuring the stability of 

operation, fault tolerance, elasticity and scalability. The implementation discussed in this paper can be taken as a 

basis for various applications – for the implementation of a more secure cloud-based data and security incident 

management system (SIEM), offering to users as an option for existing cloud-based logging services (for exam-

ple, for AWS CloudTrail or Azure Monitor) Blockchain-validity of journal entries, etc. Instead of a file, de-

scribed protocol can use another granularity as a data unit, such as a data block in a cloud object storage (AWS 

Simple Storage Service or Azure Blob Storage). 

The work did not sufficiently cover the process of calculating rewards for the process of adding new blocks 

to the Blockchain ledger – mining. A cloud service provider can provide Blockcahin credibility for an additional 

fee, which, in turn, will be aimed at maintaining the Blockchain network and providing rewards for the success-

ful addition of new blocks. The fee can be determined depending on the amount of data for which the user wants 



to provide Blockchain validity or on the number of validation checks for each user. In the context of this issue, 

the cost of an individual Blockchain receipt and the cost of maintaining the infrastructure should be calculated. 

In this paper, the process of collecting information about the history of data origin in the cloud environment 

of one provider (mono-cloud) and one cloud application was considered. The urgent task is to expand the pro-

posed system to the level of multi-cloud, which will require the solution of problems of interaction, data sharing 

between different cloud providers and their management. 

For future work, the analysis and improvement of the overall performance of the safety and authenticity of 

the system is also relevant. Especially database level is considered as a direction for future research to investi-

gate performance impact of choosing cloud database service in large cloud environments with massive amounts 

of data operations. Another area for future research is the possibility of introducing automation and machine 

learning into the system to provide the functionality of the security orchestration, automation and response 

(SOAR) system for the automatic response to security incidents and verification of access control violations. 

Collected data can be used for creation of behavioral patterns, which in turn can be used for developing of au-

tomated event-driven security responses by using ML and serverless tools. Automatically generated access con-

trol rules will be better used to detect malicious behavior and prevent intrusions, which will provide better pro-

tection for cloud applications.  

Moreover, the proposed architecture can be applied to increase the security of IoT systems in the cloud, 

where a large number of mobile devices are responsible for collecting and processing data. In the context of IoT 

cloud architectures performance and throughput of Blockchain-based protocol become especially important due 

to big amounts of data received from various devices. 

6 Conclusions 

The proposed protocol for providing Blockchain authenticity provides real-time auditing for access to all data in 

a cloud storage application. A file was used as a data unit, verification of all operations with cloud data objects 

was implemented, as well as recording using Blockchain technology. In this way, information on all cloud ac-

cess events can be collected and analyzed. 

Information about the history of data origin is converted and uploaded to the Blockchain network for each 

file operation. Thus, a reliable and unchanging fingerprint of file operations is created with a safe and constant 

update, as well as an unchanged time stamp for each operation. Any malicious intervention in the Blockchain 

ledger will be detected when checking the Blockchain receipt. Once a data record is published, no one can re-

write or modify the record without disclosing it. 

Using a Blockchain network avoids the need for a trusted party. The architecture also helps to avoid the need 

for trust in a cloud service provider when storing data origin. In decentralization, data records are confirmed and 

verified by continuous cross-checking by the system between computing nodes. In addition, the decentralized 

method ensures the integrity of data records, and each data record has a copy on each node in the Blockchain 

network, thus ensuring resistance to DDoS attacks. In addition, there is no single point of failure, since the loss 

of one or even several nodes in the network does not lead to the loss of all data and the same is for database 

component variety of High Availability and Disaster Recovery options in the cloud especially for PaaS services. 

Users can subscribe to the Blockchain data authenticity service while maintaining their privacy. User access 

records are anonymized on the Blockchain network, and the auditor cannot study user actions. Anonymity per-

sists in two aspects. On the one hand, the user ID will not be associated with origin data records, since the user 

ID is hashed. On the other hand, incoherence is achieved between each user, especially for the history of data 

origin, to which several users have access. 
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