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1Measure theory

1.1 Measure and probability

Let S be an arbitrary nonempty set. Recall, a family of S ⊆ P(S) is called σ–algebra if

i) ∅ ∈ S,

ii) A ∈ S implies Ac ∈ S,

iii) Ai ∈ S, i ∈ N, implies ∪∞i=1Ai ∈ S .

If S satisfies i),ii) and iii’): Ai ∈ S, i = 1, . . . , n, implies ∪ni=1Ai ∈ S, we say that S is
an algebra.

For a class of sets C ⊆ P(S), by σ(C) we denote the smallest σ–algebra containing
C. Using exercise 1.1, one can check that

σ(C) = ∩C⊆FαFα,

where in the intersection above Fα is assumed to be an arbitrary σ–algebra on S con-
taining C.
Exercise 1.1 Suppose (Fα)α∈I is an arbitrary collection of σ–algebras on the same set
S, then ∩α∈IFα is a σ–algebra as well.

When S is a metric space (e.g. Rd), the most frequently used σ-algebra is the Borel
σ-algebra generated by the topology, i.e. B = B(S) := σ({C : C open set}).
Exercise 1.2 a) For S = R, the Borel σ-algebra can be generated as σ(C) for the fol-
lowing classes of sets: i) C = {(−∞, x] : x ∈ x ∈ R}), ii) C = {(−∞, x) : x ∈ R}), iii)
C = {(x, y) : x < y ∈ R}), iv) C = {(x, y] : x < y ∈ R}). Can you suggest a countable
class C generating B?
b) In a general separable metric space S Borel σ-algebra can be generated by all open
balls, i.e. B = σ({B(x, r) : x ∈ S , r > 0}).

Suppose the pair (S,S) denotes a nonempty set and a σ–algebra on that set, the pair
is called a measurable space, and a function µ : S → [0,∞] = [0,∞) ∪ {∞} is called a
measure if it satisfies

i) µ(∅) = 0 ,

ii) for disjoint Ai ∈ S, i ∈ N we have

µ(∪iAi) =
∑
i

µ(Ai) .

1



dr
af
t :
bb
as
ra
k

2 CHAPTER 1. MEASURE THEORY

The second property above is called σ–additivity. If in addition µ also satisfies

iii) µ(S) = 1 ,

we say that µ is a probability. The triple (S,S, µ) is then called a probability space.
To emphasize the difference with other spaces and measures, the probability space is

often denoted by symbols (Ω,F ,P).

Example 1.1 a) µ(A) = 0 is called a trivial measure, it is well defined on P(S) for any
set S.
b) if µ is a measure, for c ≥ 0, c · µ is also a measure.
c) if µi, i ∈ N is a sequence of measures, then µ(A) =

∑
i µi(A) is also a measure.

d) for a fixed x ∈ S µ(A) = δx(A) = 1A(x) is called a Dirac measure concentrated in x,
it is well defined on P(S).
e) for

∑
i αi = 1 and (xi) a sequence in S, µ =

∑
i αiδxi is discrete probability measure.

f) on R, R+ or [0, 1], it may be useful to construct a measure such that λ(a, b] = b− a,
for any a ≤ b, however, it is not clear what one should take as a σ–algebra. One of
the basic results of measure theory says that S = P(R) does not work, i.e. there is no
measure on a σ–algebra so large, which takes length of intervals as their measure.

Remark 1.1 In the finite or a countable space S = {xi : i ∈ N}, probability measure
on S can be always extended to P(S) and written as (xi), µ =

∑
i αiδxi with

∑
i αi = 1.

All the properties of the next lemma hold in any probability space (Ω,F ,P) and are
rather easy to show. Properties a), c) and d) also hold for if we substitute P with a
general measure µ. The last one holds as well provided that µ(A1) <∞.

Lemma 1.1 (Properties of probability measures). a) For disjoint A1, . . . , An ∈ S,
we have P(∪iAi) =

∑
i P(Ai) .

b) P(Ac) = 1− P(A) for each A ∈ S.

c) For any Ai ∈ S, i ∈ N we have µ(∪iAi) ≤
∑

i µ(Ai) .

d) For any A1 ⊆ A2 ⊆ . . . ∈ S, and A = ∪iAi (i.e. Ai ↗ A) we have P(A) =
limn P(An).

e) For any A1 ⊇ A2 ⊇ . . . ∈ S, and A = ∩iAi (i.e. Ai ↘ A) we have P(A) =
limn P(An).

We say that the property of elements ω ∈ A ∈ F holds almost surely (or that A
holds a.s.) if P(A) = 1 or equivalently if P(Ac) = 0. For a general measure µ and A ∈ S
we say that A is µ almost everywhere (µ-a.e.) set if µ(Ac) = 0. In such a case we also
say that the set Ac is negligible.

Example 1.2 By finite additivity, for any C ⊆ A, we have P(C) + P(A \ C) = P(A),
i.e. P(C) = P(A) − P(A \ C). Also for any A,B measurable, P(A ∩ B) = P(A \ (A ∩
B)) + P(B \ (A ∩B)) + P(A ∩B) producing

P(A ∩B) = P(A) + P(B)− P(A ∩B) .
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1.1. MEASURE AND PROBABILITY 3

Inductively, it follows that for any A1, . . . , An measurable, we have inclusion-exclusion
formula

P(∪n1Ai) =
n∑
1

P(Ai)−
∑

1≤i<j≤n

P(Ai ∩ Aj) +
∑

1≤i<j<k≤n

P(Ai ∩ Aj ∩ Ak)

− · · ·+ (−1)n+1P(A1 ∩ A2 ∩ . . . ∩ An).

If a probability (or a measure) P in the triple (Ω,F ,P) has the property that P(A) = 0
and A′ ⊆ A ∈ F imply that A′ ∈ F , we say that the (probability) measure P is complete.
It is not too hard to see that for any (Ω,F ,P) we can extend P from σ-algebra F to a
possibly larger σ-algebra F ′ so that P in (Ω,F ′,P) becomes complete. It is sometimes
desirable to extend a probability P defined on a class of sets to the smallest σ-algebra
containing that class. If the given class is an algebra, this can be always done and in a
unique way.

Theorem 1.2 (Caratheodory). Assume P is a probability on an algebra F ′, then there
exists a unique extension of P on σ(F ′).

Idea of the proof. Observe, we actually demand that P is σ-additive on F ′ and that
P(Ω) = 1. To construct the extension, one can introduce the so-called outer measure on
P(Ω) given by

P∗(A) = inf
A⊆∪iAi;Ai∈F ′

k∑
1

P(Ai) .

Note, the unions above are possibly countably infinite, that is k ∈ N0 ∪ {∞} in general.
Denote by F∗ a family of the so called P∗-measurable sets, that is

F∗ = {A ⊆ Ω : P∗(A ∩ E) + P∗(Ac ∩ E) = P∗(E) for every E ⊆ Ω} .

Clearly ∅,Ω ∈ F∗. It is straightforward to show that: P∗(∅) = 0; P∗(A) ≥ 0 for all A;
A ⊆ B implies P∗(A) ≤ P∗(B). Moreover, for any Ai ⊆ Ω, P∗(∪iAi) ≤

∑
i P∗(Ai), i.e.

P∗ is σ-subadditive. To show the last claim, observe that for any ε > 0 and Ai there
exist Bi,n, Ai ⊆ ∪nBi,n and

∑
n P(Bi,n) < P∗(Ai) + ε/2i. Therefore ∪iAi ⊆ ∪i ∪n Bi,n

and thus
P∗(∪iAi) ≤

∑
i

∑
n

P(Bi,n) ≤
∑
i

P∗(Ai) + ε.

Since ε was arbitrary, the claim follows. Moreover, this implies that P∗(A∩E)+P∗(Ac∩
E) ≥ P∗(E) for any A and E, therefore

A ∈ F∗ if and only if P∗(A ∩ E) + P∗(Ac ∩ E) ≤ P∗(E) for every E. (1.1)

Using this one can show the following facts

i) F∗ is σ-algebra.

ii) F∗ ⊇ F ′
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4 CHAPTER 1. MEASURE THEORY

iii) P∗ is σ-additive on F∗, and a measure therefore.

iv) P∗|F ′ = P

The first three properties are subjects of exercises 1.5 and 1.6, they imply that (Ω,F∗,P∗)
is a probability space, and ii) in particular implies F∗ ⊇ σ(F ′). The last one follows by
the exercise 1.7.

It remains to show that this extension is unique. This will follow from the π/λ–
theorem of the next section.

Remark 1.2 In general the σ-algebra F∗ in the proof above is strictly larger that σ(F ′).
Thus (Ω,F∗,P∗) and (Ω, σ(F ′),P) are two probability spaces extending P, in the latter
case we write P instead of P∗|σ(F ′)

Exercise 1.3 Prove that the sets in F∗ form an algebra. (Hint: to show finite additivity
use (1.1)).

Exercise 1.4 Suppose (An) is a finite or countable sequence of disjoint sets in F∗. Prove
that for any E ⊆ Ω we have P∗(E ∩ (∪iAi)) =

∑
i P∗(E ∩ Ai) . (Hint: subadditivity

helps to show ≤, for the other direction start with finite unions).

Exercise 1.5 Show that sets in F∗ form a σ-algebra, and P∗ on F∗ is σ–additive. (Hint:
show first that for disjoint Ai’s, ∪iAi ∈ F∗, for the second part use the exercise above).

Exercise 1.6 Show F ′ ⊆ F∗.
Exercise 1.7 Show P∗(A) = P(A) for each A ∈ F ′.

Lebesgue measure

Denote by B′ the family of subsets of (0, 1] of the form ∪ki=1(ai, bi] where 0 ≤ a1 < b1 <
. . . ak < bk ≤ 1, k ≥ 0. Thus, unless k = 0, A ∈ B′ is a finite union of disjoint intervals
of the type I = (a, b]. It is not difficult to see that B′ is an algebra. Moreover, the length
of the interval |I| = b− a allows one to produce a function λ : B′ → [0, 1] such that

λ(∪ki=1(ai, bi]) =
k∑
i=1

(bi − ai) .

It is known that λ is σ-additive and therefore a probability on B′. This is not too difficult,
but a bit technical to show, see theorems 1.3 and 2.2 in [1]. By previous theorem, it has
a unique extension to a measure on Borel σ-algebra B = σ(B′).

In the proof of Caratheodory theorem we introduced another σ–algebra M := F∗
containing B′. We say that it consists of Lebesgue measurable sets. It is known that
B $M $ P(S). It turns out that λ is not complete on B, and that M is exactly the
completion of B with respect to λ. Of course, ((0, 1],B, λ) and ((0, 1],M, λ) are both
probability spaces.

Clearly, we can make analogous construction on each interval (k − 1, k], k ∈ Z,
and obtain Lebesgue measure on the whole real line by summing all the corresponding
measures.
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1.2. UNIQUENESS AND π/λ-SYSTEMS 5

1.2 Uniqueness and π/λ-systems

A family of subsets G of Ω is called π-system if it satisfies

π) A,B ∈ G implies A ∩B ∈ G .

A family of subsets L of Ω is called λ-system (or a Dynkin system) if it satisfies

λ1) Ω ∈ L,

λ2) A ∈ L implies Ac ∈ L,

λ3) A1, A2, . . . ∈ L disjoint implies ∪nAn ∈ L.

Clearly, any σ-algebra is λ-system and π-system.

Exercise 1.8 Find λ-system on {1, 2, 3, 4, } which is not σ-algebra.

Exercise 1.9 If a class L satisfies λ1) and λ3), then λ2) holds if and only if the following
holds

λ′2) A,B ∈ L, A ⊆ B implies B \ A ∈ L.
Exercise 1.10 If a class L satisfies λ1 and λ′2, then λ3 holds if and only if the following
holds

λ′3) A1 ⊆ A2 ⊆ . . . and An ∈ L for all n, implies ∪n An ∈ L.

Lemma 1.3. Suppose G is a π-system and λ-system, then it is also σ-algebra.

Proof. Note, G is closed for finite intersections and taking complements. Since A∪B =
(Ac∩Bc)c it closed for finite unions. It is then also closed for countable unions of An ∈ G,
since for Bn = An \ (A1 ∪ . . . ∪ An−1) = An ∩ Ac1 ∩ . . . ∩ Acn−1 ∈ G, by λ3) we have

∪nAn = ∪nBn ∈ G .

Theorem 1.4 (Dynkin/Sierpiński). Suppose G is a π-system and L is a λ-system. If
G ⊆ L then also σ(G) ⊆ L.

Proof. Denote by LG = ∩Lα⊇GLα with intersection running over all λ-systems Lα con-
taining G. Clearly, LG ⊆ L and LG is λ-system. It is sufficient to show it is a π-system,
it will follow that it is σ-algebra as well.

Take, A,B ∈ LG, we need to show A ∩B ∈ LG. For A ⊆ Ω define

LA = {B : A ∩B ∈ LG}.

Note first that LA is λ-system for A ∈ LG. Indeed: λ1): Ω ∈ LA is obvious, λ′2):
B1, B2 ∈ LA, B1 ⊇ B2 implies A ∩ B1,A ∩ B2 ∈ LG, since LG is λ -system, it follows
A∩B1 \ (A∩B2) = A∩ (B1 \B2) ∈ LG. For λ3) take disjoint Bn ∈ LA, thus A∩Bn are
also disjoint elements of LG which is a λ-system. Thus ∪nA ∩ Bn = A ∩ (∪nBn) ∈ LG,
thus ∪nBn ∈ LG.
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6 CHAPTER 1. MEASURE THEORY

By assumption, G is π-system, thus A,B ∈ G implies A∩B ∈ G ⊆ LG. In particular
conclude: 1) if A ∈ G, LA ⊇ G and therefore LA ⊇ LG. Now observe 2) if A ∈ LG and
B ∈ G, by symmetry A∩B ∈ LG, in other words LA ⊇ G and therefore LA ⊇ LG again.
Therefore, 3) A,B ∈ LG implies B ∈ LA (and vice versa, of course), i.e. A ∩B ∈ LG.

Hence LG is a π-system, λ-system and therefore σ-algebra by the previous lemma.
Hence, it contains σ(G).

Theorem 1.5. Suppose G is a π-system, and P1 and P2 are two probability measures
on σ(G). If P1|G = P2|G then

P1|σ(G) = P2|σ(G)

Proof. Suppose P1(A) = P2(A) for every A ∈ G. Therefore, L = {A ∈ σ(G) : P1(A) =
P2(A) ⊇ G. Clearly Ω ∈ L and A ∈ L implies Ac ∈ L. Assume disjoint A1, A2, . . . ∈ L
then P1(∪nAn) =

∑
n P1(An) =

∑
n P2(An) = P2(∪nAn). Therefore, L is λ-system. By

the previous theorem L ⊇ σ(G).

Remark 1.3 Theorem above implies uniqueness in Caratheodory theorem 1.2

Exercise 1.11 Suppose that P1 and P2 are two probability measures on (R,B). a) Show
P1(A) = P2(A) for A ∈ G = {(−∞, x] : x ∈ R} implies P1 = P2. b) Show that the same
holds for G = {(a, b] : a < b ∈ Q}. Hint: recall B = σ{(−∞, x] : x ∈ R}.
Exercise 1.12 Denote by G = {A ⊆ (0, 1] : A and (A + r (mod 1)) are both Lebesgue
measurable and λ(A) = λ(A + r (mod 1)) for all r ∈ (0, 1]}, where λ denotes the
Lebesgue measure on (0, 1]. Show that G is a) a λ-system and b) it contains all in-
tervals (a, b] ⊆ (0, 1]. Conclude that G ⊇ B.

Exercise 1.13 Consider the following relation on (0, 1]: x ∼ y if there exists r ∈
Q ∩ (0, 1] such that x + r (mod 1) = y. Show that a) this is equivalence relation on
(0, 1]; b) if H is a set which consists of exactly one representative x ∈ (0, 1] in each
of the equivalence classes, and if r 6= s, r, s ∈ Q ∩ (0, 1], then Hr ∩ Hs = ∅ where
Hr = H + r (mod 1); c) show finally that (0, 1] = ∪r∈Q∩(0,1]Hr.

The set H from the last exercise is called Vitali set. Using the last two exercises we
can conclude that it is not a Borel set. If it was, it would be Lebesgue measurable and
satisfy λ(H) = λ(Hr) for each r ∈ Q ∩ (0, 1]. In that case, we would have 1 = λ(0, 1] =
λ(∪r∈Q∩(0,1]Hr) =∞ · λ(H) which is not possible for any value of λ(H). One can show
that any Lebesgue measurable set also has the property λ(A) = λ(A + r (mod 1)),
therefore H is not Lebesgue measurable either.

1.3 Integration

Measurable functions

Suppose (S,S) and (T, T ) are two measurable spaces, a function f : S → T is called
measurable (or S/T -measurable more precisely) if f−1(A) ∈ S for each A ∈ T . In the
case of real functions f : S→ R (or R) we say f is measurable if it is S/B-measurable,
i.e. f−1(B) ∈ S for each Borel set B.
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1.3. INTEGRATION 7

Exercise 1.14 Suppose g : S → T is continuous, and (S,S) and (T, T ) are such that
S, T are Borel σ-algebras on metric spaces S and T. Show that g is measurable as well.

The following lemma is very easy to prove.

Lemma 1.6. Suppose f : Ω → S and g : S → T are both measurable, where (Ω,F),
(S,S) and (T, T ) are three measurable spaces, Their composition is g ◦f : Ω→ T is also
measurable.

Lemma 1.7. Suppose g : S→ T and T = σ(C) for some class of sets C in T, then g is
measurable if and only if g−1(C) ∈ S for every C ∈ C.

Proof. Necessity is obvious. Suppose g−1(C) ∈ S for every C ∈ C, and denote

G = {B ∈ T : g−1(B) ∈ S} .

By assumption G ⊇ C, we need to show G ⊇ T . However note: i) g−1(T) = S, ii)
g−1(B) ∈ S implies g−1(Bc) = (g−1(B))c ∈ S. And finally iii) g−1(∪iBi) = ∪ig−1(Bi).
Therefore G is σ-algebra, and therefore G ⊇ T = σ(C)

Corollary 1.8. A mapping X : (Ω,F ,P) → (R,B) is a random variable if and only if
X−1(−∞, c] = {X ≤ c} ∈ F for every c ∈ R.

Corollary 1.9. Suppose X : (Ω,F ,P) → Rk, Y : (Ω,F ,P) → Rl are two random
vectors then the same holds for (X, Y ) : (Ω,F ,P)→ Rk+l.

Corollary 1.10. Suppose X, Y : (Ω,F ,P) → R are random variables, then the same
holds for X · Y , X + Y and cX for any c ∈ R.

Example 1.3 On (S,S), for any A ∈ S, function f(s) = 1A(s) is measurable, the same
is true for linear combinations of such functions by the exercise and the lemma above.

Suppose that (S,S) denotes a measurable space and that f : S → R is a function
which has a finite range, i.e. the range f(S) is a set of finite cardinality. Such a function
is called simple. In that case f(S) = {a1, . . . , an} for some natural number n, and one
can write f =

∑n
i=1 ai1Ai where Ai = f−1(ai) ∈ S, and f is always measurable. Denote

the set of simple functions by Ks = {f : S→ R : f measurable and |f(S)| = n ∈ N}.
It turns out that any measurable function f : S → R+ can be approximated by a

sequence (fn) in Ks, so that fn → f in all points of S.

Lemma 1.11. Assume function f : S→ R+ is measurable. Then there exists a sequence
(fn) in Ks, such that fn(x)→ f(x) for each x ∈ S.

Proof. Fix an integer n ∈ N and let

ak = an,k =
k

2n
, k = 0, 1, . . . , 2nn .
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8 CHAPTER 1. MEASURE THEORY

Let

fn(x) =

{
ak = k

2n
for x such that f(x) ∈ [ak, ak+1) , k < 2nn,

n for x such that f(x) ≥ n.

Observe (fn(x)) is nondecreasing real sequence for every x. It is smaller or equal than
f(x). On the other hand, if f(x) < n we have |fn(x) − f(x)| ≤ 1/2n. If f(x) = ∞ ,
clearly fn(x) = n↗∞. Thus fn(x)↗ f(x) in all x ∈ S.

Remark 1.4 In particular, the lemma claims that every nonnegative random variable
can be approximated by a sequence of simple simple random variables.

Integrals

Suppose that (S,S, µ) denotes a measure space and that f : S → R is a function, we
aim to define

∫
fdµ. Consider first a simple function f ∈ Ks, since f(S) = {a1, . . . , an}

for some n, they have a representation

f =
n∑
i=1

ai1Ai

where Ai = f−1(ai). When such a function is also nonnegative, i.e. if all ai ≥ 0 above,
we write f ∈ Ks+ and define ∫

fdµ :=
n∑
i=1

aiµ(Ai) .

To ease the notation, or to specify the space and the variable of integration, we sometimes
write

∫
fdµ = µf =

∫
S f(s)µ(ds). One can show that if f =

∑m
j=1 bj1Bj for some other

choice of values bj and sets Bj, then also
∑n

i=1 aiµ(Ai) =
∑m

j=1 bjµ(Bj), this is very easy
to show if Bj’s are disjoint, but holds in general as well. As a consequence, definition of∫
fdµ does not depend on the representation.

One can further show that this integral has several nice properties, which are useful
in the sequel: suppose f, g ∈ Ks+, c ≥ 0 then

∫
cfdµ = c

∫
fdµ,

∫
(f + g)dµ =

∫
fdµ+∫

gdµ, and

if f ≤ g then

∫
fdµ ≤

∫
gdµ. (1.2)

Moreover, for a fixed f ∈ Ks+ a function on S given by

C 7→
∫
f1Cdµ (1.3)

is a new measure on (S,S).

Exercise 1.15 Prove that (1.2) holds and that (1.3) defines a measure.
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Denote next K+ = {f : S→ R+ : f measurable}. For f ∈ K+ we denote∫
fdµ := sup

{∫
ϕdµ : ϕ ∈ Ks+ , ϕ ≤ f

}
.

Check that the integrals of simple nonnegative functions coincide in two definitions.
Moreover, we again have

∫
fdµ ≤

∫
gdµ if f ≤ g and

∫
cfdµ = c

∫
fdµ for c ≥ 0.

Theorem 1.12 (Monotone convergence theorem). Suppose fn ∈ K+, n ∈ N, if fn ↗ f ,
then ∫

fdµ = lim
n

∫
fndµ .

Proof. Note, as a limit of nonnegative measurable functions f ∈ K+. Clearly
∫
fndµ ≤∫

fdµ, showing
∫
fdµ ≥ limn

∫
fndµ. Fix now any ϕ ∈ Ks+ and α ∈ (0, 1), ϕ ≤ f , let

Fn = {x : fn(x) ≥ αϕ(x)}. Note, Fn ∈ S and Fn ↗ S∫
fndµ ≥

∫
fn1Fndµ ≥ α

∫
ϕ1Fndµ.

By (1.3) α
∫
ϕ1Fndµ↗ α

∫
ϕ1Sdµ = α

∫
ϕdµ. In particular,

lim
n

∫
fndµ ≥ α

∫
fdµ

since α ∈ (0, 1) was arbitrary
∫
fdµ ≤ limn

∫
fndµ.

MCT is useful because it provides a way of calculating integrals if we cannot deter-
mine the supremum in the definition of the integral directly. It also gives the following.

Theorem 1.13. Suppose (fn) is a finite or countable sequence in K+ and f =
∑

n fn,
then ∫

fdµ =
∑
n

∫
fndµ .

Proof. Take two sequences ϕjn ∈ Ks+ j = 1, 2 such that ϕjn ↗ fj. By the additivity of
integrals of simple functions and previous theorem∫

(f1 + f2)dµ = lim
n

∫
(ϕ1

n + ϕ2
n)dµ = lim

n

∫
ϕ1
ndµ+ lim

n

∫
ϕ2
ndµ =

∫
f1dµ+

∫
f2dµ.

Use the induction and
∑∞

n=1 fn = limN

∑N
n=1 fn to finish the proof.

Proposition 1.14. Suppose f ∈ K+. Then
∫
fdµ = 0 if and only if f = 0 µ–almost

everywhere.
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Proof. Recall f = 0 µ-a.e. means µ{x : f(x) 6= 0} = 0. For f =
∑

i ai1Ai ∈ Ks+,∫
fdµ = 0 =

∑
i aiµ(Ai) if and only if aiµ(Ai) = 0 for every i, which gives the claim.

Sufficiency: suppose f = 0 µ a.e., then for any ϕ ∈ Ks+, ϕ ≤ f also ϕ = 0 µ-a.e.
Thus

∫
fdµ = supϕ≤f

∫
ϕdµ = 0.

Necessity: Let Fn = {x : f(x) > 1/n} ↗ F = {x : f(x) > 0} = ∪nFn. If µ(F ) > 0
then also µ(Fn) > 0 for some n. However, then∫

fdµ ≥ 1

n
µ(Fn) > 0

giving a contradiction.

Corollary 1.15. Suppose f, g ∈ K+ satisfy f = g µ-a.e. then
∫
fdµ =

∫
gdµ.

Proof. Note E = {x : f(x) 6= g(x)} ∈ S, and f = f1E + f1Ec , where both summands
are in Ks+. By theorem 1.13 and the proposition above∫

fdµ =

∫
f1Edµ+

∫
f1Ecdµ =

∫
g1Edµ =

∫
gdµ.

Lemma 1.16 (Fatou). Suppose (fn) is a sequence in K+ then
∫

lim infn fndµ ≤ lim infn
∫
fndµ.

Proof. Recall, for a nonnegative sequence (an) we have lim infn an = supn infk≥n ak =
limn infk≥n ak. Observe, infk≥n fk ≤ fj for every j ≥ n and thus

∫
infk≥n fkdµ ≤

∫
fjdµ

for such j. Therefore ∫
inf
k≥n

fkdµ ≤ inf
j≥n

∫
fjdµ

Using MCT, this yields∫
lim inf

n
fndµ =

∫
lim
n

inf
k≥n

fkdµ = lim
n

∫
inf
k≥n

fkdµ

≤ lim
n

inf
k≥n

∫
fkdµ = lim inf

n

∫
fndµ

Exercise 1.16 Suppose that µ and ν are two measures on (S,S), we have seen that
µ+ ν is also a measure. If f ∈ K+, show in detail that

∫
fd(µ+ ν) =

∫
fdµ+

∫
fdν.

Exercise 1.17 Suppose f ∈ K+ and
∫
fdµ < ∞, then µ{x : f(x) = ∞} = 0 and

µ{x : f(x) > 1/n} <∞ for any n ∈ N.
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Take now an arbitrary function f : S → R, if it is measurable, the same holds for
f+ = f ∨ 0 and f− = (−f) ∨ 0. Clearly f = f+ − f− and |f | = f+ + f−. Observe,
integrals

∫
f+dµ and

∫
f−dµ are always well defined. Provided that at least one of them

is finite, we define ∫
fdµ :=

∫
f+dµ−

∫
f−dµ.

They are both finite if and only if
∫
|f |dµ <∞, denote the class of such functions by

L1 = L1(S,S, µ) = {f : S→ R measurable :

∫
|f |dµ <∞}

Proposition 1.17. The set L1 is a real vector space with the standard addition and
scalar multiplication. Moreover,

∫
(af + bg)dµ = a

∫
fdµ+ b

∫
gdµ, for all f, g ∈  L1 and

all a, b ∈ R.

Proof. Homogeneity of the integral is clear from our earlier arguments. To show addi-
tivity, note h = f + g satisfies h = h+ − h− = f+ − f− + g+ − g−, so h+ + f− + g− =
h− + f+ + g+, with all six functions in K+, therefore we can apply the integrals and
rearrange them again to get

∫
h+dµ−

∫
h−dµ =

∫
f+dµ−

∫
f−dµ+

∫
g+dµ−

∫
g−dµ.

If f ∈ L1, then |
∫
fdµ| = |

∫
f+dµ−

∫
f−dµ| ≤

∫
f+dµ+

∫
f−dµ =

∫
|f |dµ, yielding.

Lemma 1.18. If f ∈ L1 then |
∫
fdµ| ≤

∫
|f |dµ.

Exercise 1.18 For f ∈ L1, we can write {x : f(x) 6= 0} = ∪nBn with µ(Bn) <∞ (hint:
Bn = {x : |f(x)| > 1/n}).

Proposition 1.19. Suppose f, g ∈ L1, then the following three claims are equivalent: i)∫
E
fdµ =

∫
E
gdµ for all E ∈ S; ii)

∫
E
|f − g|dµ = 0 and iii) f = g µ–a.e.

Proof. Equivalence between ii) and iii) is a consequence of Proposition 1.14. To show
ii) implies i), note∣∣∣∣∫

E

fdµ−
∫
E

gdµ

∣∣∣∣ =

∣∣∣∣∫
E

(f − g)dµ

∣∣∣∣ ≤ ∫
E

|f − g|dµ ≤
∫
|f − g|dµ = 0.

Finally, to prove i) implies iii) suppose f = g µ–a.e. does not hold. Denote u = f − g,
then for some E, µ(E) > 0, u+ > 0 and u− = 0 on E, or vice versa. Assume the first
case (without loss of generality), then∫

E

(f − g)dµ =

∫
(f − g)1Edµ =

∫
E

fdµ−
∫
E

gdµ > 0

which is a contradiction with i).

A particularly useful result of the integration theory is the following.



dr
af
t :
bb
as
ra
k

12 CHAPTER 1. MEASURE THEORY

Theorem 1.20 (Dominated convergence theorem). Suppose that for (fn) ∈ L1 and
some measurable function f we have: a) fn → f µ–a.e. and b) there exists g ≥ 0 ∈ L1

such that |fn| ≤ g µ–a.e. for all n ∈ N, then f ∈ L1 and∫
fdµ = lim

n

∫
fndµ.

Proof. Check that the assumption b) implies that there exists E1 with µ(Ec
1) = 0 such

that |fn| ≤ g on E1 for all n ∈ N simultaneously. Also, there exists E2 with µ(Ec
2) = 0

and fn → f on E2. Observe that E = E1 ∩ E2 satisfies µ(Ec) = 0 as well. On E,
g + fn and g − fn are both nonnegative. By the last proposition above, Fatou lemma
and linearity of the integral on L1∫

(g + f)dµ =

∫
(g + f)1Edµ ≤ lim inf

n

∫
(g + fn)1Edµ

= lim inf
n

∫
(g + fn)dµ =

∫
gdµ+ lim inf

n

∫
fndµ.

Thus
∫
fdµ ≤ lim infn

∫
fndµ. Applying the same reasoning on (g − f), we obtain the

second inequality below

lim inf
n

∫
fndµ ≥

∫
fdµ ≥ lim sup

n

∫
fndµ,

to end the argument.

Exercise 1.19 Consider measurable space ((0, 1],B((0, 1]), λ) and functions Xn(u) =
n2
1(0, 1

n
](u) . Determine X(u) = limn→∞Xn(u) for all u ∈ (0, 1] together with values∫

Xdλ and limn→∞
∫
Xndλ.

Exercise 1.20 Provided that a measure µ is complete on the space (S,S), one can
remove the requirement that f is measurable in the theorem above.

Recall the notion of Lebesgue measure λ on R or (0, 1] say. There are two σ–algebras
we introduced in that setting: B, consisting of Borel sets or M, consisting of Lebesgue
measurable sets. It is known that B $ M $ P(S). Furthermore, λ is not complete
on the first one, and not well defined on the last one. It turns out that M is exactly
the completion of B with respect to λ. For nice bounded functions f : [a, b] → R we
are familiar with the notion of Riemann integral, it is interesting that whenever such an
integral exists it coincides with Lebesgue integral thus we write∫

[a,b]

fdλ =

∫ b

a

f(x)dx .

The equality of two integrals stems from the fact that the so-called Darboux sums in
the definition of the Riemann integral can be viewed as integrals of simple functions with
respect to the Lebesgue measure. For a precise proof: assume f : [a, b]→ R is a bounded,
Riemann integrable function. Then there exists a sequence of finite nested partitions
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{tni } ⊆ {tn+1
i } of [a, b] such that maxi |tni − tni−1| → 0, a = tn0 < tn1 < . . . < tnn = b, so that

for Inj = (tni , t
n
i+1] and mn

j = infInj f , Mn
j = supInj f

sn =
∑
j

mn
j |Inj | ↗ J and Sn =

∑
j

Mn
j |Inj | ↘ J ,

where J =
∫ b
a
f(s)ds in the Riemann sense, and |I| = λ(I) denotes the length of the

corresponding partition interval. In the standard definition, one typically takes mn
j

and Mn
j to be infimum and supremum of f over the closure of Inj . However, such

infimum/supremum can be only smaller/larger, and since they converge to J , the same
holds for the sequences (sn), (Sn) above.

Consider now
gn =

∑
j

mn
j 1Inj

≤ f ≤ Gn =
∑
j

Mn
j 1Inj

, (1.4)

as functions on the complete measure space ((a, b],F∗, λ). By the boundedness and
monotonicity, at a fixed point x ∈ (a, b], both gn(x) and Gn(x) converge to limits,
denote them by g(x) and G(x). By the DCT∫

Gdλ = lim

∫
Gndλ = limSn = J = lim sn = lim

∫
gndλ =

∫
gdλ

In particular
∫

(G − g)dλ = 0, since G ≥ g, we have λ(E) = 0 for E = {x : G(x) >
g(x)}. Since g ≤ f ≤ G, f = G on Ec, because λ is complete on F∗, f |(a,b] is measurable,
and therefore the same holds for f : [a, b]→ R. Finally by (1.4)∫

[a,b]

f(s)λ(ds) =

∫
(a,b]

f(s)λ(ds) = J =

∫ b

a

f(x)dx .

Example 1.4 Recall f = 1Q is bounded nonnegative, but not Riemann integrable on
[0, 1], still it is equal to 0 λ–a.e., so its Lebesgue integral exists and is equal to 0 as well.

Exercise 1.21 Think of a function on [0,∞) whose (improper) Riemann integral
∫∞

0
f(x)dx

exists, but
∫

[0,∞)
fdλ does not.

Expectations

Suppose X : (Ω,F ,P) → (R,B) is a random variable (i.e. measurable function). For
X+ = X ∨ 0 and X− = (−X) ∨ 0, the following integrals∫

X+dP and

∫
X−dP

are well defined. If at least one of them is finite, we define the expectation (or mean) of
X as

EX =

∫
X(ω)P(dω) =

∫
X+dP−

∫
X−dP .

Note, X is integrable if both summands above are finite, or if E|X| =
∫
|X(ω)|P(dω) =∫

X+dP +
∫
X−dP <∞.
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Exercise 1.22 Suppose X : Ω → R+ is a random variable such that EX < ∞, then
X <∞ almost surely, see Exercise 1.17.

Exercise 1.23 Suppose X1, X2, . . . : Ω → R+ are random variables, then X =
∑

nXn

is also a random variable. Moreover E
∑

nXn =
∑

n EXn.

Exercise 1.24 SupposeX1, X2, . . . : Ω→ R+ are random variables such that
∑

n EXn <
∞, then the random series

∑
nXn <∞ almost surely.

Exercise 1.25 SupposeX1, X2, . . . : Ω→ R are random variables such that supn E|Xn| =
M <∞, and suppose |%| < 1, then the random series

∑
n %

nXn converges almost surely.

Change of variable and change of measure

Suppose (S,S) and (T, T ) are two measurable spaces, and g : S → T is a measurable
function. Together with a measure µ on (S,S), g induces a measure on (T, T ) as in

µg(B) = µ(g−1(B)) .

Example 1.5 (Distribution) If g = X : Ω→ R is a random variable on (Ω,F ,P) then
the relation

PX(B) = P(X−1(B)) = P(X ∈ B)

induces a probability measure on (R,B), which we sometimes call the distribution (or
law) of X.

Note now, if we have induced measure µg and a measurable function f : T → R we
can try to calculate two integrals

∫
(f ◦ g)dµ and

∫
fdµg.

Lemma 1.21. For any measurable f, g as above∫
(f ◦ g)dµ =

∫
fdµg.

Observe, the lemma also claims that if one of the integrals above is well defined, then
the same holds for the other one.

Proof. Set f = 1A, for A ∈ T . Clearly

µ(1A ◦ g) =

∫
S
1A ◦ g(s)µ(ds) =

∫
S
1g−1(A)(s)µ(ds) = µ(g−1(A)) =

∫
T
1Aµg(dt).

Thus, the integrals coincide for all simple functions f , and therefore for all nonnegative
functions (by the MCT) and finally for all measurable functions by definition.

Example 1.6 Consider g = X : Ω→ R, and f(x) = x, from the lemma above we get

EX =

∫
Ω

XdP =

∫
R
sdPX(s) .

For the same reason, with g = X and f(x) = |x|p, we have for any p ≥ 0

E|X|p =

∫
Ω

XdP =

∫
R
|s|pdPX(s) .
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Check that: if f : S→ R+ is measurable on (S,S, µ), then

f · µ(A) =

∫
f1Adµ

defines a new measure on (S,S). We write νf := f · µ and say that νf is constructed
by the change of measure. Suppose that some other measure ν satisfies ν = f · µ, show
that the function f is µ-a.e. unique. In such a case, we have

µ(A) = 0 implies ν(A) = 0 for all A ∈ S . (1.5)

Whenever measures µ and ν satisfy (1.5) we say that ν is absolutely continuous with
respect to µ and write ν � µ.

Example 1.7 (Change of probability measure) Suppose X : Ω → R+ is a random
variable such that EX = 1. Then νX(A) = E(X1A) for A ∈ F , defines a new probability
on (Ω,F).

If one can find a set A ∈ S such that µ(A) = 0 and ν(Ac) = 0, we say that µ and ν
are mutually singular and write ν ⊥ µ.

Recall now that a measure µ on (S,S) is σ-finite, if there is a sequence (Bi) in S,
such that ∪Bi = S and µ(Bi) <∞ for each i.

Theorem 1.22 (Lebesgue/Radon-Nikodym). Suppose that measures µ and ν on (S,S)
are σ-finite, then there exist measures νa and νs such that

i) νa � µ,

ii) νs ⊥ µ,

iii) ν = νa + νs.

Moreover, for some µ-a.e. unique measurable function f : S→ R we have νa = f · µ.

In the case ν � µ, one can take νs = 0 in the statement of the previous theorem. In
that case, one can sometimes refer to f of the theorem as a density or derivative of ν
with respect to µ, so we also write f = dν/dµ.

Suppose X : Ω → Rd is a random vector, whose distribution PX is absolutely con-
tinuous with respect to the Lebesgue measure, i.e. it has a density fX say, then we call
X a continuous random vector (or variable).

1.4 Product measures and Fubini theorem

Suppose (S,S) and (T, T ) are two measurable spaces, on S×T we introduce the following
σ-algebra generated by rectangles

S × T = σ{B × C : B ∈ S, C ∈ T } .

We say that that f : S× T→ R+ is measurable if it is S × T /B measurable.
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Lemma 1.23. Suppose that a measure µ on (S,S) is σ-finite, and that f : S×T→ R+

is measurable, then

i) s 7→ f(s, t) is S measurable function from S→ R+ for every fixed t.

ii) t 7→
∫
S f(s, t)µ(ds) is T measurable function from T→ R+.

Proof. Suppose µ is finite (without loss of generality, otherwise, we repeat the argument
on each set Bi such that ∪Bi = S and µ(Bi) < ∞ for each i). Suppose f = 1B×C ,
clearly: i) f(s, t) = 1B(s)1C(t), thus for t ∈ C, f(s, t) = 1B(s), otherwise f(s, t) = 0, in
either case s 7→ f(s, t) is measurable. To show ii) note

∫
1B(s)1C(t)µ(ds) = 1C(t)µ(B)

which is measurable as a function of t. Thus, i) and ii) hold for simple functions which
are constant on rectangles, adapting the proof of Lemma 1.11, one can show that any
nonnegative functions can be approximated by such simple functions. Therefore i) and
ii) hold for all nonnegative functions.

Theorem 1.24 (Lebesgue/Fubini/Tonelli). Suppose that measures µ and ν in (S,S, µ)
and (T, T , ν) are σ-finite, then

i) There exists a unique measure µ× ν on (S×T,S × T ) such that µ× ν(B ×C) =
µ(B)ν(C) for all B ∈ S, C ∈ T .

ii) For every measurable f : S× T→ R+

µ× ν(f) =

∫
S
µ(ds)

∫
T
f(s, t)ν(dt) =

∫
T
ν(dt)

∫
S
f(s, t)µ(ds) . (1.6)

iii) Suppose f : S× T→ R is measureble and µ× ν|f | <∞, then (1.6) still holds.

Note formula (1.6) claims that all three integrals therein are actually equal, we
typically use the equality of the second and the third.

Proof. i) Define for an arbitrary A ∈ S × T ,

µ× ν(A) =

∫
S
µ(ds)

∫
T
1A(s, t)ν(dt) (1.7)

This is well defined measure, that satisfies property i) in the statement of the theorem.
Suppose µ and ν are finite, observe that rectangles B ×C form a π-system, there could
be only one measure satisfying this property (otherwise, since the measures are σ-finite,
we can write S = ∪Si, µ(Si) <∞ and T = ∪Ti, ν(Ti) <∞, S× T = ∪i,jSi × Tj we can
repeat the argument for the sets Si × Tj).

ii) By (1.7) and the linearity of integral, equality in (1.6) holds for all simple func-
tions constant on rectangles, and since any measurable nonnegative function can be
approximated by such simple functions as in Lemma 1.11, the MCT yields (1.6) for all
nonnegative functions too.
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iii) In general, if µ× ν|f | <∞, then∫
fd(µ× ν) =

∫
f+d(µ× ν)−

∫
f−d(µ× ν)

=

∫
S
µ(ds)

∫
T
f+(s, t)ν(dt)−

∫
S
µ(ds)

∫
T
f−(s, t)ν(dt)

=

∫
S
µ(ds)

∫
T
f(s, t)ν(dt)

if we interpret the integral at the end as the difference of the previous two integrals.
Observe, the integrals

∫
T f

+(s, t)ν(dt) and
∫
T f
−(s, t)ν(dt) can be simultaneously infinite

for some s. However, µ × ν|f | < ∞ implies µ{s :
∫
T f

+(s, t)ν(dt) =
∫
T f
−(s, t)ν(dt) =

∞} = µ{s :
∫
T f

+(s, t)ν(dt) +
∫
T f
−(s, t)ν(dt) =∞} =: µ(NS) = 0. Therefore, the final

integral in our calculation one could and should read as
∫
Nc

S
µ(ds)

∫
T f(s, t)ν(dt).

Exercise 1.26 Suppose that S = S′ = (0, 1] and S = S ′ = B. Assume that µ =
Lebesgue measure and that ν(·) = card(·) represents the counting measure. Consider
the diagonal set D = {(s, s) : s ∈ S}. Show that D is measurable) and that for the
indicator function f(s, t) = 1D(s, t) all three integrals in (1.6) take different value.

Exercise 1.27 Suppose that S = S′ = N and S = S ′ = P(N). Assume that µ = ν
are both counting measures. Consider the function: f(i, j) = 1 if i = j; f(i, j) = −1 if
i = j + 1; and f(i, j) = 0 otherwise. Show that µ × ν|f | = +∞, moreover the second
and the third integral in (1.6) both exist, but are not equal.
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